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P R E F A C E

When Robert Louis Stevenson wrote in a lighthearted vein, “Life is
so full of a number of things / I’m sure we should all be as happy as
kings,” he mentioned only things and not events. This book is about
events in the natural world—all kinds of events. They are as numer-
ous and as interesting as things, and much more thought provoking.
The salient point about events is that without energy they couldn’t
happen.Without energy, nothing would ever happen. Energy is as in-
dispensable an ingredient of the universe as matter is. It is extraordi-
nary that mentioning the word “energy” makes most people envision
only power stations, hydroelectric dams, the price of oil, or athletes.

I consider energy from the point of view of a naturalist. To me
“natural history” consists of more than the study of mammals, birds,
butterflies, trees, and flowers plus thousands of other living organ-
isms. The subject also includes the study of weather, of rivers and
lakes, the oceans, the structure of the land, and much more: every-
thing in which movement is visible or in which you know movement



is happening although you can’t see it. The movement may be too slow, as in
tree growth and mountain building, or concealed, as in molten rock flowing
deep underground, or invisible, as electric charges building up on clouds and
on the earth’s surface below.

The book contains no math apart from the occasional arithmetic calcula-
tion. The units in which speed, density, power, and the like are measured are
written in scientific notation, as explained on page ix. It takes only a moment
to grasp the principles, and any other style would be intolerably long-winded.
The level of the book is about the same as that of articles in Scientific Ameri-
can or New Scientist.

As always, I am indebted to my husband, Patrick, and my editor at the Uni-
versity of Chicago Press, Susan Abrams, for contributing  brainwaves and en-
couragement.

x p r e f a c e



S O M E  N O T E S  O N  S C I E N T I F I C
N O T A T I O N

Powers of ten and of one-tenth
Recall that 100 = 102, 1,000 = 103, and so on.
Likewise 0.1 = 1/10 = 10-1, 0.01 = 1/100 = 1/102 = 10-2, 0.001 = 1/1,000
= 1/103 = 10-3, and so on.

Measurements
Area: One square meter (m) is written as 1 m2.
Volume: One cubic meter is 1 m3.
Speed: One meter per second (s) is best written 1 m s-1 (not 1 m/s).
Acceleration: One meter per second per second is best written 1 m s-2

(not 1 m/s2).
Density: One kilogram (kg) per cubic meter is best written 1 kg m-3 (not
1 kg/m3).
And so on, for any unit that would be spoken aloud as (something) per
(something).
An exception to the rule: One kilometer per hour is 1 km/h because nei-
ther the kilometer nor the hour belongs to the international system of
units (ISU).





1 ENER G Y  I S  E V E R Y W H E R E

In The Beginning

Once upon a time, about 15 billion years ago, the universe—or
more cautiously this universe—was brought into existence by
the Big Bang. At the very first moment, it had zero volume and
must have consisted entirely of radiant energy. The density of
the energy would have been infinite, and the temperature was
of the order of 1032°C. It immediately began to expand and to
cool, and it has been doing so ever since.1 As soon as its volume
exceeded zero, things began to happen. By the time the infant
universe was 10−43 seconds old (that’s 0.00 . . . 001 with forty-
four zeros), it had grown appreciably, but it was still smaller
than a pinhead, about one millimeter in diameter. It was a tiny,
expanding fireball, exceedingly dense and intensely hot.A very
small fraction of its energy had become matter. From that day
to this, energy plus matter has constituted the whole content of
the universe.

While the universe aged from five minutes old to about
100,000 years old, it consisted almost entirely of radiant energy
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plus a plasma of hydrogen nuclei (protons), helium nuclei, and free electrons;
no atoms existed until after the end of this stage. Keep in mind that the uni-
verse was 100,000 years old about 14,999,900,000 years ago; it had completed
a mere 0.00007 of its life span to date and was still in its infancy. By the end of
this stage the temperature had dropped to about 100,000°C, making it possi-
ble for protons and electron to combine in pairs and create hydrogen atoms.
(That the 100,000-year-old universe had a temperature of 100,000°C is sim-
ply a coincidence; the numbers are only approximate in any case.) Thereafter
galaxies and stars started to form, and the energy in matter began to exceed
the energy in electromagnetic radiation.The changes have been continuing in
the same direction ever since—less and less radiant  energy and more and
more energy in matter—and will no doubt go on doing so. That is, conditions
in the universe haven’t changed qualitatively for the past 14,999,900,000
years; but its temperature continues to drop, it continues to expand, and mat-
ter becomes increasingly dominant relative to radiant energy.

After that brief account of the history of the cosmos, let us return to life on
our planet. It is a world where things happen, and happenings always entail
energy. Even the moon is not truly a dead world, in spite of its bad press. It
may lack life in the usual sense of the word, but things happen there: mete-
orites strike it; the surface heats under the sunshine and cools during darkness,
making the rocks alternately expand and contract so that they fracture; the
fragments fall. And whenever anything is happening, energy is being trans-
ferred from one piece of matter to another.

It surely follows that energy should attract the attention of observers at
least as strongly as “things” do. Everybody is surrounded all the time by en-
ergy transfers: events, actions, “happenings.” It’s worthwhile to consider the
implications, especially for naturalists.

A Hike in the Country

Imagine a hike in the country and the things an observant hiker would see.
The list will probably include many living things: trees, flowers, birds, butter-
flies, perhaps squirrels and deer.There will also be scenery: rivers and streams,
lakes, ponds and marshes, mountains and hills, perhaps beaches and the sea,
and for skywatchers, blue sky and clouds by day or the moon, the stars, and
maybe (with luck) a comet by night. The list can be extended almost indefi-
nitely. It is a list of things, however—material things—and it represents no
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more than half of what surrounds the hiker. The scene is also filled with en-
ergy: not directly visible, it is true, but rendered observable through countless
actions, movements, and events.

Imagine the scene once more, this time concentrating on all  the signs of
energy to be seen: twigs and branches swaying in the wind, scudding clouds,
flowing water, breaking waves, flying birds and insects, running deer. Things
both living and nonliving are continually moving, a sure sign that energy is
being spent.Think of the sounds the hiker hears, for sound is a form of energy:
the crackle of dry leaves underfoot or the drumming of rain, the babbling of a
stream, the calls of birds, the hum of insects. Sound is much more noticeable
on a windy day, with the roar of wind and waves at the beach and the snapping
of tree branches in the forest. The stormier the weather, the more obvious the
energy. Lightning gives a glimpse of yet another of energy’s many forms—
electrical energy.

Movements, sounds, and the occasional lightning flash are merely the more
attention-getting forms of energy. The warmth and brightness of sunshine
and the growth of plants illustrate how the sun’s energy empowers life and ac-
tion at the surface of the earth; energy from the sun comes as electromagnetic
radiation, and plants grow because they can convert the radiant energy into
chemical energy.

Energy in a multitude of forms is as much a part of our surroundings as are
tangible things, and it is just as noticeable to anybody who pays attention. In
the city, evidence of energy at work—man-made energy—is impossible to
avoid: think of the roar of traffic, the bright lights, the construction sites with
cranes and concrete mixers, even the din of shopping-mall music. But energy
is as abundant in the tranquil countryside as it is in the city, since all energy
has its ultimate origin in natural sources exactly as material substances do.
Imagining otherwise is like a city child’s not believing that milk comes from
cows because it so obviously comes from cartons.

Energy is as much a part of nature as matter, and all artificial energy derives
from natural energy. Coal, oil, and natural gas are stores of fossil solar energy.
Hydroelectric power is simply solar energy that has been converted to human
use more quickly. Nuclear energy existed as natural energy for billions of
years before humans built nuclear power plants. Knowledge about energy is
knowledge about the basic workings of the universe and is fundamental to all
of science; it is not simply part of engineering. Name any branch of science—
physics, chemistry, biology, geophysics, oceanography, meteorology, quantum
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mechanics—and you will find it is about energy as much as about matter.
From black holes and supernovas to viruses and genes, “things” of all kinds
have both energy and matter; their energy is as important a part of them as
their matter.

We will now begin a systematic look at the various kinds of energy and
how they act in the natural world.
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2 WHAT  I S  E N E R G Y ?  S O M E
P R E L I M I N A R Y  P H Y S I C S

Some Definit ions

In answer to the question, What is energy? no less a scientist
than the late Nobel laureate Richard Feynman said, “In physics
today, we have no knowledge of what energy is . . . .It is an ab-
stract thing.”1 That was in 1963. At a profound epistemological
level it is no doubt true to this day. In the same philosophical
vein, it is equally true of matter. But for practical purposes that
answer is not much help.

Turning to more mundane sources, we find that energy is
“the capacity . . . to perform work,” which is hardly a stand-
alone definition.To be complete, it requires a definition of work.
From the same source, the definition of work is “energy trans-
ferred to or from a body . . . .it involves an applied force moving
a certain distance.”2 This circularity is unavoidable: in simple
terms, work requires the expenditure of energy, and energy
spent performs work.

Let us look more closely at work, the application of a force
through a distance. It helps to consider an actual example. To
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pick up a five-kilogram block of iron from the ground and raise it to a height
of two meters is work: it requires energy. Force must be exerted—enough
force to overcome the gravitational pull of the earth on the 5 kg block; the
force must be applied directly upward, against the pull of gravity, for a distance
of 2 m. We can measure this amount of work by multiplying the force times
the distance through which it acts; the answer measures both the work done
in lifting the block and the energy required to lift it: they are the same. It re-
mains to consider how force is to be measured.

Force is what it takes to accelerate a mass. If your auto has run out of gas
and you want to push it along a level road, it takes considerable force to get the
movement started—to accelerate the auto from zero speed to walking speed—
but hardly any force to make  it continue rolling at walking speed; once it is
moving steadily, no force is required beyond that necessary to overcome any
slight roughness of the road and any friction in the bearings. If there were no
roughness and no friction, the force needed to keep the auto moving forward
at an unchanging speed would be zero.3

Now let’s return to the 5 kg block being lifted from the ground: the force of
gravity (the force you are working to overcome) imparts acceleration to any-
thing it acts on, and at the surface of the earth this acceleration, known as
gravitational acceleration,4 is 9.81 meters per second per second (briefly, 9.81
m s−2; see page ix for an explanation of the symbols). This means that if you
drop an object from a height (as Galileo is said to have done from the Leaning
Tower of Pisa), it will fall at an ever increasing speed. It is being accelerated by
the force of gravity acting on it. If the object is heavy enough for air resistance
to be negligible, it will be falling at a speed of 9.81 meters per second (9.81 m
s−1) after one second, twice that, or 19.62 m s−1, after two seconds, 29.43 m s−1

after three seconds, and so on; the speed keeps on increasing steadily. This is
true whatever the mass of the object.A measure of the amount of force acting
on it is given by multiplying the acceleration by the object’s mass.5 The an-
swer is in newtons (abbreviated as N); one newton is the force required to give
a mass of one kilogram an acceleration of 1 m s−2.

Therefore, when you hold a 5 kg block you are exerting an upward force of
5 × 9.81 N = 49.05 N. If you stop exerting this force, the block falls to the
ground.

An aside is necessary here, to explain the difference between mass and
weight. At the surface of the earth, an object’s mass and its weight are the
same by definition. For example, a 50 kg woman has a mass of 50 kg, and she
weighs 50 kg; to use both terms seems mystifying and redundant, or at least
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it did to schoolchildren in the days before space travel. However, if the woman
travels to the moon her mass will not change—it will still be 50 kg—but she
will weigh much less, specifically 8.5 kg. The 8.5 kg is the force, confusingly
called “weight,” that holds her to the moon’s surface, where the acceleration
due to gravity is only 1.67 m s−2, which is 17 percent of the acceleration on
earth.

Now let’s return to the topic of work, specifically the work required to raise
the 5 kg block vertically through 2 m. This is equivalent to exerting a force of
49.05 N through a distance of 2 m. The answer is force times distance, and the
resultant energy, measured in joules, is 49.05 newtons × 2 m = 98.1 joules.

Joules are the units in which both work and energy are measured.Thus one
joule is the work done when a force of one newton is applied over a distance of
one meter. It is also the energy expended in doing the same thing. Joules will
be used throughout this book as a measure of energy. The abbreviation for
them is simply J. To compare the energies of, say, earthquakes, rising and
falling tides, breaking waves, sunlight falling on a patch of ground, the sun-
light trapped by photosynthesis needed to grow a tree, the sound of thunder—
whatever it is—one needs a unit for measuring energy, and that unit is the
joule.6 It is not, admittedly, a unit familiar from frequent use in everyday life,
as is true of kilograms (for measuring mass), meters (for measuring length or
distance) and seconds (for measuring time). But once you concentrate your at-
tention on energy, the unit soon becomes familiar: you get used to it.

Energy Conversions

Energy exists in many forms. Electrical energy, electromagnetic energy, chem-
ical energy, heat energy, and nuclear energy are only a few. Moreover, any form
of energy is convertible into any other, though not necessarily at a single step.
Most of the actions going on in the world involve several energy conversions.

Here is an ecological example. The sun generates its energy by nuclear fu-
sion, which yields enormous amounts of radiant energy (light, heat, and ul-
traviolet rays); this energy leaves the sun in all directions as electromagnetic
energy, a small fraction of which  strikes the earth. Suppose some of this solar
energy falls on a tract of grassland. The grass uses the solar energy to create
sugars by the process of photosynthesis. That is, the chlorophyll in the grass
converts electromagnetic energy into chemical energy. The grass grows—en-
tailing a whole series of conversions of chemical energy—until some of it is
eaten by a jackrabbit.
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The jackrabbit leads an active life; to acquire chemical energy to fuel its own
activities, reproduction, and growth, it must eat. It must hop hither and thither,
biting off blades of grass and chewing them. That is, its limbs and jaws move:
chemical energy in the jackrabbit’s muscles has been converted into kinetic en-
ergy, the energy of movement. Eventually a coyote catches and eats the
jackrabbit; this requires a fairly lavish conversion of chemical energy into ki-
netic energy by the coyote, since the jackrabbit will no doubt resist. Both the
animals are warm-blooded, and to keep their temperatures at the physiologi-
cally correct level, they must also convert some of their chemical energy into
thermal energy.Death finally claims the top predator, the coyote; some of its re-
mains are consumed by scavengers, and what’s left decays—it is consumed by
decay organisms, chiefly bacteria and fungi. These, though not warm-blooded,
still produce heat as a by-product of their activities. In the end the solar energy
that was first captured by the grass is finally dissipated as waste heat.

This short story, with many details glossed over—or it would have taken
pages and pages—could also have been written as the life history of a joule. In-
stead of treating it as a tale about a series of different objects—sun, grass,
jackrabbit, coyote, bacteria—we could have made it the tale of a single unit of
energy, a joule, and the conversions it underwent in a sequence of different
settings before ending up, as all energy eventually does, as heat. We return to
this ultimate fate of all energy in chapter 3, under the heading entropy.

Change of any kind, anywhere, entails energy conversion of one sort or an-
other. Whenever you see energy being spent in  movement—in the flight of a
bird, the breaking of a wave, or the flow of a river, for example, it is worth ask-
ing how and where the energy originated and how and where it will be dissi-
pated.

Potential  Energy

Let’s return to the 5 kg block. It was lifted from the ground and placed on a
shelf 2 m up (unless you’re still standing there holding it). Work was done on
it—specifically, 98.1 J of work. It has been given energy, but in spite of that it
stolidly sits there, motionless, on the shelf. Where has the energy gone? The
answer is that it has become potential energy, or PE for short. If the shelf gives
way, the block will fall back to the ground; that is, the PE you gave it by lifting
it will be converted back to movement—kinetic energy.

The form of PE possessed by the 5 kg block is known as gravitational PE.
Anything poised to fall if something gives way has it—a leaning tree, a boul-
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der on a clifftop, the water behind a dam. But what if the leaning tree is
strongly rooted or the boulder is in the middle of a flat plateau, so that neither
can truly be called “poised” to fall? Their collapse is not imminent. Does this
make a difference to their gravitational PE? Surely the energy is not a mere
matter of chance.

No, it’s not. Gravitational PE is a relative matter. If one chooses to treat the
surface of the earth at mean sea level as the level at which gravitational PE is
to be regarded as zero, then anything whatever above that level has measura-
ble PE, whether or not it’s poised to fall.7 A person living on a plateau high
above sea level might prefer to treat the plateau as the level at which gravita-
tional PE is to be regarded as zero. Then a 5 kg block on a shelf 2 m above the
floor in a house on the plateau would have the same gravitational PE as an
identical block 2 m above the floor in a house with its floor at sea level.8 But if
one chose to use sea level as the reference level for measuring the gravitational
PE of both blocks, and if the elevation of the plateau is, say, 250 m, then for
the block in the house at the seaside, the gravitational PE would be 98.1 J as
before, whereas the PE of the block in the house on the plateau, on its shelf 252
m above sea level, would be

49.05 N × 252 m = 12,360.6 J.

Likewise, a rock below sea level, in Death Valley, say, has negative PE relative
to sea level; energy would have to be spent to raise it to sea level.

This demonstrates that measurements of potential energy are arbitrary.
The reference level against which gravitational PE is measured is always a
matter of choice and must be stated if there could be any doubt.

Energy is stored as PE in a multitude of ways. A stretched spring or an
archer’s drawn bow stores elastic energy: the stretched spring snaps back to its
unstretched length when let go; a stretched bowstring straightens when re-
leased, speeding an arrow on its way. In both cases, stored elastic energy has
changed to kinetic energy.

Another familiar form of potential energy is chemical PE. An electric bat-
tery and a loaf of bread both have it. The conversion from potential to actual
produces an electric current in the case of the battery and muscle movement
in the case of the bread.

Magnetic PE is stored in magnets, ready to be converted to kinetic energy
when a piece of steel is attracted to the magnet.

The list goes on: potential energy in its various manifestations will appear
frequently in all that follows.
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The Ideal  and the Real

In theory (though never in practice), certain actions go on forever. Here are
two examples; in both, gravitational PE is equal to zero at the lowest level
reached by the moving object.

First, imagine a pendulum suspended from a perfectly frictionless bearing
swinging from left to right and back again (fig. 2.1). Its bob (the hanging
weight) is suspended by a perfectly inelastic string. Assume that the pendu-
lum has been set  up in a perfect vacuum, so that its movements are not af-
fected by air resistance.The pendulum will continue to swing forever without
any loss of amplitude. It is intuitively clear that this should happen, even
though the conditions prescribed for the experiment are too perfect ever to be
attained in practice. What happens to the imaginary pendulum is this: when
the bob is at the left extremity of its swing, it is motionless for an instant; that
is, it has no kinetic energy (KE).All its energy is potential; more precisely, it is
gravitational PE.Then the bob starts to fall because of the force of gravity, but
it is constrained by the string to swing to the right; as it swings, its PE is con-
verted to KE. By the time the bob reaches the bottom of its swing, its PE is
zero, having all been converted to KE; at this instant its KE, and therefore its
speed, has reached a maximum. Nothing stops the bob’s continued movement,
so it keeps on swinging to the right and begins to ascend, losing KE and gain-
ing PE in the process. The conversion of KE back into PE continues as the bob
approaches the right-hand end of its swing. Here the conversion is complete:
the bob’s KE has decreased to zero so that it is momentarily stationary, and its
gravitational PE has increased to a maximum.Then the whole process happens
again, from right to left.The total energy remains the same all the time, never
dwindling; it is the sum of the KE and the PE, known as the mechanical en-
ergy of the pendulum. As an equation,

mechanical energy = potential energy + kinetic energy.

In the ideal case, the mechanical energy remains unchanged forever, and the
pendulum keeps on swinging.

In real life, with conditions unavoidably less than perfect, this does not hap-
pen. Because of friction in the bearings, air resistance, and minute stretching
of the string, energy is gradually drained away from the pendulum in the form
of imperceptibly slight heating.The mechanical energy slowly declines, and the
amplitude of the swings diminishes, until all movement stops.At this stage the
pendulum’s mechanical energy has all been dissipated and it hangs motionless.
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For a second theoretical example, imagine a perfectly elastic rubber ball
bouncing on a perfectly rigid floor in a perfect vacuum (fig. 2.2). The ball will
continue to bounce forever, returning to the same height above the floor at
each bounce.9 As with the pendulum, the bouncing ball retains its total me-
chanical energy, which at every instant is the sum of its PE and its KE. The
bouncing ball is slightly more complicated, however. Its PE is gravitational
when it is at the top of its bounce and descending floorward and elastic when
it recoils from the floor and starts upward.The KE of the ball is at a maximum
on its downward journey just as it hits the floor. There the ball is abruptly
stopped by the collision with the floor, but its KE is instantly converted to elas-
tic PE and as instantly released, restoring the ball’s KE, in an upward direction
this time.The renewed KE and the upward speed of the ball are at a maximum
just as the ball leaves the floor; they decrease to zero as the ball reaches its
highest point.

In the real-life equivalent of this experiment, with an imperfectly elastic
ball, an imperfectly rigid floor, and an imperfect vacuum (or none at all), we
know that the bounces will steadily become lower and lower until they peter
out altogether. That is, the ball’s mechanical energy will be dissipated as heat,
some of it in the air because of air resistance, and some of it in warming the
imperfectly elastic ball and the imperfectly rigid floor; as these compress and
expand, shearing within them causes friction.

The foregoing paragraphs have shown, implicitly, that energy results from
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Figure 2.1.  Three posi t ions of  a per fect  ( f r ic t ionless)  pendulum. (a and c)  Here the

bob has maximum gravi tat ional  PE and zero KE. (b)  Here i t  has maximum KE and

zero PE.



two kinds of forces. One kind, exemplified by gravity and elasticity, is called a
conservative force; its salient feature is that it can be stored—in these exam-
ples, as gravitational PE and elastic PE. A system in which the only forces act-
ing are conservative forces never runs down.The other kind of force, exempli-
fied by friction and air resistance, is nonconservative. When nonconservative
forces are operating, either alone or in combination with conservative ones, a
system inevitably runs down. Nonconservative forces produce heat, and the
heat can never spontaneously turn back into another kind of energy.10
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Figure 2.2.  F ive posi t ions of  a perfect ly  e last ic  bouncing bal l .  (a and e)  Here,  at  the

highest  level  reached at  each bounce,  the bal l  has maximum gravi tat ional  PE, zero

elast ic  PE, and zero KE. (b and d)  Here i t  has maximum KE (downward and upward

respect ive ly)  and zero PE (both gravi tat ional  and e last ic) .  (c)  Here,  where the bal l

is  s l ight ly  f la t tened against  the r ig id f loor,  i t  has maximum elast ic  PE, zero gravi ta-

t ional  PE, and zero KE.



3 ENER G Y  A N D  I T S  U L T I M A T E
F A T E

Frict ion and Drag

Friction is regarded with disfavor by most people except, possi-
bly, the manufacturers of lubricants. Whenever something
sticks that should slide, friction is to blame. Friction is an indis-
pensable force, however: without it you could not walk or write;
you could not make an auto move forward—the clutch would
never stop slipping—and if you could the brakes would fail
completely. Bedclothes would slide off the moment you got into
bed. Friction’s services are virtually endless, and they are all
taken for granted.

Friction is equally indispensable in the natural world; a walk
in the country provides unlimited examples. Take birds’ nests:
most are held together by friction and would fall apart without
it. It is friction that allows a bear to flip a salmon from a stream,
a cormorant to alight on a sloping rock, and a bighorn sheep to
clamber over steep terrain. Again the list is endless.

One other force is as important as friction in impeding mo-
tion: it is drag, or more precisely viscous drag. The term in-
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cludes both air resistance and water resistance, and it slows everything that
moves through air and water. Drag is often treated as a form of friction, but
the two are fundamentally different. Consider a whale swimming through the
water: the water does not slip past the whale’s flanks, in spite of appearances.
At the surface where the skin of the whale and the water make contact, they
stick firmly together because of a strong attraction between the molecules of
a solid and a liquid. This surprising effect is known as the no-slip condition.1

It prompts the question, How does a whale move effortlessly through water if
slippage does not take place?

The answer is that all the slippage takes place by shearing movements
within exceedingly thin layers of water encasing the  whale (see fig. 3.1). This
viscous shearing brings about a progressive increase in the velocity of the
water relative to the whale, from zero right at the interface between whale and
water. Molecules of water stick to each other and resist the shearing to some
extent—hence drag. But water sticks to a solid more tenaciously than it sticks
to itself; this accounts for the no-slip phenomenon and for the fact that drag
rather than true friction (the resistance to sliding between two solids) impedes
the motion between solids and fluids. The no-slip condition applies to every
motion between a fluid and a solid: for example, the flow of a river over its bed,
the flow of the wind past a crag, and the flow of air past a flying bird. It also ap-
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Figure 3.1. The no-slip phenomenon. The streamlines show how water flows past a swim-

ming whale. The thickness of the lines represents the speed of the water relative to the

whale; the flow speeds up at increasing distances from the whale, from zero at its skin (not

to scale).



plies to relative motion between a liquid and a gas, for example, a raindrop
falling through the air.

The property friction and drag have in common is that both are noncon-
servative forces (see the final paragraph of chapter 2); that is, they cannot be
stored as potential energy of one kind or another for later retrieval. Rather,
they “go to waste” and produce “useless” heat. These common phrases con-
ceal some fundamental facts of physics, as we shall see in what follows.

Heat and Work

Unlike a force such as gravity, which causes an object to accelerate, friction
does the opposite: it resists motion and thus generates heat. The classic exam-
ple of generating heat by friction is starting a fire by spinning a hardwood stick
with its pointed end pressed against a wooden block. A clearer manifestation
of mechanical energy being turned into heat would be hard to find.

In the 1840s the great British physicist James Prescott Joule carried out ex-
periments to find how much work has to be done to produce a given amount
of heat. At that time heat was measured in calories; one calorie is the amount
of heat needed to raise the temperature of one milliliter of water by one de-
gree Celsius. More  precisely, it is the amount of heat needed to raise the tem-
perature of 1 ml of water from 14.5°C to 15.5°C; this allows for the fact that
the heat required varies slightly depending on the starting temperature.

Joule’s most famous experiment was remarkably straightforward. He
arranged for paddles submerged in a container of water to rotate under the ac-
tion of a falling weight; knowing the weight, and the distance it fell, he could
calculate the work done by the moving paddles. The viscous drag of the pad-
dles stirring the water caused it to heat up, and the change in temperature was
recorded. It was then possible to state how much work produced how much
heat. Refined modern measurements show that, using joules (J) as the unit for
work, 1 calorie (cal) is produced by 4.186 J of work. This is known as the me-
chanical equivalent of heat.2 Equivalently, 1 J = 0.2389 cal.

The calorie is not yet obsolete as an energy unit, as any dieter knows. The
unit listed as a Calorie (with a capital C) on food packages is equal to a thou-
sand calories, that is, one kilocalorie. The energy in a slice of whole-wheat
bread, for instance, is said to be 71 Cal, or about 300,000 J; this does not mean
that eating a slice will fuel that much useful work—the efficiency of conver-
sion must be taken into account.
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Heat and Temperature

Imagine something—anything—gaining heat; it could be the air in a room
when the sun shines in, the water in a kettle put on a hot stove, or a wooden
block heated by friction when rubbed briskly with a stick. In every case, a gain
of heat brings a rise in temperature of the object heated.This is so obvious that
it seldom calls for comment.The problem that arises in a scientific mind, how-
ever, is this: What has changed within the heated object to make its tempera-
ture greater? The question is meaningless until we attach a meaning to tem-
perature.

As nearly everybody knows, the molecules any object consists  of, be it a
roomful of air, a kettleful of water, a wooden block, or anything else, are in
constant random motion. They are never still. And when an object’s temper-
ature rises, all its molecules speed up.

For a gas, the link between its temperature and the velocities of its mole-
cules is surprisingly straightforward. The temperature of a mass of gas de-
pends wholly on the average kinetic energy of its molecules.3

The kinetic energy (KE) of a body of mass m moving with velocity v is
given by the formula KE = 1⁄2 mv2.All the molecules in a gas collide with each
other repeatedly; at each collision, the two colliding molecules bounce off each
other in new directions and at altered speeds. Consequently each molecule’s
kinetic energy changes every time it collides, but this doesn’t affect the rule,
which relates to the average KE of all the molecules. Furthermore, the average
KE (averaged over time) is the same for every molecule whatever its weight;
therefore lightweight molecules must move (on average) faster than heavy
ones. For example, if a given molecule is one-fourth as heavy as another, its av-
erage velocity must be twice as great.

Another way of wording the rule is to say, “When we measure the tem-
perature of a gas, we are measuring the average . . . kinetic energy of its mol-
ecules.”4 This is the meaning of the word “temperature.” It also makes clear
what the absolute zero of temperature is. It is the temperature at which all the
molecules have zero energy because they are motionless. This does not imply
that subatomic particles are also motionless. Even at absolute zero, which is
-273°C, they continue to oscillate, perpetually.

Absolute zero is used as the zero of the absolute temperature scale, also
called the thermodynamic temperature scale; each division of the scale, a
kelvin (abbreviated as K), is of the same magnitude as a degree Celsius. Thus
the temperature of freezing water (0°C) is 273 K, and that of boiling water
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(100°C) is 373 K. Blood temperature in a healthy human (37°C) is 273 + 37 =
310 K, and so on.5 Note that the units are called “kelvins,” not “degrees
Kelvin.”

That the molecules of a gas at a temperature above 0 K are forever ran-
domly moving, colliding, and changing direction makes one wonder: What is
their mean free path? In other words, how far does a molecule travel, on aver-
age, between one collision and the next? The answer depends on the amount
of space available to the molecules, which depends in turn on the density of the
gas. It is not dependent on the temperature of the gas, or equivalently, on the
molecules’ velocities: slow-moving molecules will take longer to travel from
one collision to the next, but the distance traversed is the same.The density of
the air is greatest at sea level and decreases rapidly at higher and higher alti-
tudes.6 At sea level, the mean free path of a molecule of air is 0.1 μm (mi-
crometer); at an altitude of 100 km above sea level, it is 0.16 m; and at an alti-
tude of 300 km, it is 20 km. This means that the mean free path of an air
molecule 300 km up is 2 × 1011 times greater than at the surface.

At an altitude of 300 km, in the farthest fringes of the atmosphere, the air
temperature is about 1,500°C. How would this feel if we could experience it?
It would unquestionably seem bitterly cold, because the familiar relationship
between true, measured temperature and the subjective sensation of temper-
ature holds only if the density (or pressure) of the air is what we are accus-
tomed to. Recall that the temperature of the air is a measure of the average ki-
netic energy of each molecule, regardless of the number of molecules in a
given volume. Now imagine two parcels of air, one at ground level and the
other 300 km up, and suppose they are at the same temperature. It is easy to
see that the total energy in the parcel at ground level far exceeds the total en-
ergy in the high-altitude parcel, because the former contains so many more
molecules than the latter; it is the total energy, not the energy per molecule,
that determines how the air “feels,” either warm or cold. Thus the statement
that at an altitude of 300 km the air temperature is 1,500°C, while true, gives
no idea of how the  air at that height feels: temperatures in air at unfamiliar
densities cannot be imagined because we have never had the opportunity to
become accustomed to them.

Heat and Internal Energy

As we have noted already, unless an object is at a temperature of 0 K, all its
molecules are in constant random motion; the object has internal energy. This
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is not to say that heat and internal energy are the same thing, however. They
are not.

The distinction between them is best appreciated by considering what hap-
pens when you heat a kettle of water on a hot plate. Heat passes from the hot
plate into the water and increases the water’s internal energy. But that is not
all it does; in addition, the heat boils the water, and the steam produced rattles
the kettle’s lid—the heat has done work on the lid. To repeat: the added heat
has done more than merely raise the water’s temperature; it has also done me-
chanical work. This can be written concisely as an equation:

Q = U + W.

Here Q represents the added heat, U the increase in internal energy of the
water, and W the work done.7

We can learn more by considering the classic piston engine driven by
steam. In outline, the piston engine of an old steam locomotive works like this:
water is heated in a boiler with a coal fire under it, producing steam under
pressure; the steam expands into hollow cylinders, forcing out sliding pistons
within the cylinders. The movement of the pistons is converted by camshafts
and linkages into the rotary motion of the wheels. Indirectly, therefore, heat
from the burning coal turns the locomotive wheels. Only a fraction of the heat
supplied is turned into mechanical energy, however; most of the rest is lost in
the steam escaping into the atmosphere; note that the heat put in from the
firebox is at a much higher temperature than the comparatively cool steam
discharged from the funnel. All the same, the cool steam carries  away a pro-
portion of the heat supplied by the firebox.

This is the crux of the matter: high-temperature heat yields a mixture of
mechanical energy and low-temperature heat; the latter is wasted energy, but
waste cannot be avoided. The thermal efficiency of any heat engine is defined
as work done ÷ heat absorbed. Both parts of the fraction are measured in
joules. Thermal efficiency is always less than one.

The maximum efficiency theoretically possible is given by the formula

(TH−TC)/TH ,

where TH and TC are, respectively, the temperatures of the hot (input) steam
and the cool (output) steam, measured in kelvins.8 It is easy to see that this
fraction could reach one only if TC were absolute zero, an unattainably low
temperature.

Thus no engine can be 100 percent efficient. Note that this is not a conse-
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quence of friction; even if friction could be reduced to zero (impossible in prac-
tice), the maximum efficiency of any heat engine would still be less than one,
because of the very nature of thermal energy, expressed in the famous second
law of thermodynamics.According to the law,“It is not possible to change heat
completely into work, with no other change taking place.”9 In brief, there are
no perfect engines. Yet another way of expressing it is to say that the random
motion of the molecules in a hot substance can never change, completely and
spontaneously, into ordered, macroscopic motion.10 The wasted heat that can-
not be made to change into mechanical energy and do work is the form of en-
ergy known as entropy. The meaning of this famous term has been the topic
of whole books. Here we can give it only a section.

Entropy

The law of the conservation of energy tells us that energy can be neither cre-
ated nor destroyed.As we have emphasized repeatedly up to this point, energy
put into a system is always, without exception, passed on in the same or an-
other form: it never  disappears.

At the same time, it is never true that all the energy supplied to a system
can be made to do useful work. Some is always dissipated as unavailable heat,
at too low a temperature to serve as the heat source for a heat engine.This heat
is entropy; it could also be called useless energy.

The Impossibi l i ty of  Perpetual  Motion

We have now come across two entirely different obstacles to so-called perpet-
ual motion. First, recall the swinging pendulum and the bouncing ball de-
scribed at the end of chapter 2; if their energy came only from conservative
forces, their motion would be perpetual. But in real life, nonconservative
forces—friction and drag—are always acting as well, and the motions of the
two devices are inevitably brought to a stop. The energy they lose in slowing
down is converted into “useless” heat, that is, entropy.

Second, as we have seen, some of the energy produced by heat engines is al-
ways useless heat (entropy again).This follows from the fact that a heat engine
cannot, by the second law of thermodynamics, ever be 100 percent efficient.

These two points lead to the inescapable conclusion that although the total
energy of the universe remains forever the same, the fraction of it that is en-
tropy forever increases.
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Another way of saying the same thing is, first, to contrast “ordered en-
ergy,” such as the kinetic energy of a moving macroscopic object, with “disor-
dered energy,” namely thermal energy, the disordered, random motion of in-
dividual molecules. The law just given then becomes: Ordered energy is
always ultimately transformed, spontaneously, into disordered energy.11 The
converse is not true—disordered (thermal) energy is never spontaneously
transformed entirely into ordered energy.

To put the matter in a nutshell, the universe is running down. Everybody
ought to know this nowadays, but we are still sometimes exhorted to “con-
serve energy,” as if we could do anything else. What needs to be conserved, of
course, is potential energy, especially that stored as chemical energy in fossil
fuels. Entropy does not need conserving; it is increasing all too fast. Govern-
ments should be urging us to conserve fuels and slow down, as much as pos-
sible, the transformation of their energy into entropy.

Mythical  Perpetual  Motion Machines

As we have just seen, two separate facts make perpetual motion machines im-
possible.Therefore the two supposed forms of perpetual motion machines are
both nonexistent.12

The first kind of mythical machine is exemplified by a water wheel that
powers itself. The water in one of the buckets that has reached the top of the
wheel tips its contents into an empty bucket below it, driving the wheel on-
ward unceasingly.This device must have been independently invented by gen-
erations of mechanically minded children. But it can never work in practice be-
cause rotation of the wheel is resisted by friction, and it could keep on rotating
only by creating new energy—which from the law of the conservation of en-
ergy is impossible.

The second kind of mythical perpetual motion machine is a heat engine
working with 100 percent efficiency.This is impossible because it would entail
the complete conversion of heat into work, violating the second law of ther-
modynamics.

Accepting the inevitable—that all energy will ultimately be converted into
entropy—it is time to consider what is happening, and will continue to hap-
pen for a very long time, here on earth. The earth is continuously supplied
with external energy from the sun, and it also generates internal energy of its
own. These are the topics to be considered in the rest of this book.
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4 SOLA R  E N E R G Y  A N D  T H E
U P P E R  A T M O S P H E R E

Power from the Sun

In comparison with some of the far larger stars to be seen on a
clear, dark night, our sun is often airily dismissed as a second-
rate star. All the same, its energy output is impressive; it pro-
duces 3.8 × 1026 J (joules) per second, without interruption.

The rate at which a source yields energy is its power. Power
is measured in watts (W), and one watt is one joule per second.
Writing this as an equation, 1 W = 1 J s−1.The sun’s power there-
fore is 3.8 × 1026 watts, a quantity known as the solar constant.1

The sun radiates in all directions, and only a tiny fraction of
its output is intercepted by the earth, 150 million kilometers
away. On average, the solar power received by the earth is 340
watts per square meter of surface2 or, more concisely, 340 W m−2.
It is important to be aware of what the averaging entails. First,
the averaging is over the whole surface of the earth: it allows for
the difference between the polar regions where the sun never
rises high in the sky and the tropics where the midday sun is not
far from the zenith on every day of the year. Second, the 340 W
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m−2 is averaged over time: over day and night, and also over all the days of the
year. Averaging over the year has nothing to do with the weather (the incom-
ing radiation is measured above the atmosphere) or the seasons (averaging
over the whole of the earth’s surface takes care of that). Rather, it allows for the
earth’s elliptical orbit, which brings it nearest to the sun in January and takes
it farthest away in July; this causes the energy received by the whole earth to
be above average in January and below average in July.

The Solar Energy Budget

Now consider the fate of this incoming energy.The first point to notice is that
solar energy does not accumulate appreciably.The earth’s net gain of solar en-
ergy over the year is close to zero, and were it not for global warming it would
remain at zero, on average. If we take the long-term view, disregarding slight
temporary climatic wanderings caused by atmospheric changes, it is safe to say
that all the energy that comes in must go out. Over the past several hundred
million years a certain amount of solar energy has, admittedly, become stored
as fossil fuels. The amount is negligible, however; it has been estimated that
the heat content of all known fossil fuel reserves represents no more than the
solar energy intercepted by the earth in ten days.3

The way the incoming and outgoing energies balance each other is shown
in figure 4.1. The incoming sunlight, shown in the left panel, is chiefly short
wave radiation in the visible and near ultraviolet parts of the spectrum. On av-
erage, 30 percent of it is reflected back to space by clouds and does not con-
tribute any heat to the earth. Of the remaining 70 percent (about 240 W m−2),
19 percent is absorbed by the atmosphere, chiefly by the water vapor in it, and
the remaining 51 percent by land and ocean combined.4 The right panel shows
what subsequently becomes of this 70 percent; it is radiated back into space
again, as infrared radiation for the most part; some is reflected back as light.5

Of the 51 percent absorbed and then reradiated by land and sea, 45 percent is
absorbed again on the outward journey, this time by the atmosphere, where it
is held temporarily, adding itself to the 19 percent of solar energy absorbed on
the incoming journey. The atmospheric ingredients responsible for the ab-
sorption are the “greenhouse gases,” primarily water vapor, carbon dioxide,
and methane. The total energy reradiated by the atmosphere therefore be-
comes 64 percent of the original input. The remaining 6 percent still “owing”
radiates as infrared rays, directly from the ground to outer space.
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Greenhouse gases are always naturally present in the atmosphere; if they
were not, a much smaller fraction of incoming solar energy would be trapped
to warm the earth, and a much larger fraction would be reflected directly back
to space. If there were no atmosphere the earth’s average surface temperature
would be −18°C, that is, 33°C lower than the actual average of 15°C.6

Greenhouse gases in what humanity now thinks of as “natural” quanti-
ties—the quantities present before the Industrial Revolution—are an un-
doubted blessing; they are indispensable to our comfort, indeed, to our very
survival.The global warming currently in progress is probably (not certainly)
being brought about by the recent “unnatural” increases in greenhouse gases
caused by pollution of the air with vehicular exhausts and effluent gases from
a wide range of industries.
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Latitudinal  Temperature Differences and the Winds

Solar radiation is what energizes the wind and controls the weather. The two
most important factors governing the atmospheric circulation are the way air
temperature varies from the equator to the poles and the way the earth’s ro-
tation on its axis affects wind direction. We’ll consider these factors in turn.

The way the solar radiation reaching the earth’s surface decreases as you
go from the equator to the poles is shown by the solid line in figure 4.2. The
incoming power ranges from a high of about 350 W m−2 at the equator to a
low of about 100 W m−2 at the poles, for an average over all latitudes close to
240 W m−2. The power decreases as the latitude increases because the angle of
incidence of the sun’s rays changes; in the tropics, the rays strike the ground
almost perpendicularly much of the time, whereas at high latitudes they are
always oblique.7

The dashed line on the figure shows how the absorbed energy is radiated
back to space; it shows that absorption exceeds  reradiation at latitudes be-
tween 37° N and 37° S and falls short of reradiation everywhere poleward of
these latitudes. It follows that if it were not for redistribution of the sun’s heat
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by winds and ocean currents, the earth’s climate would be entirely different:
the tropics would be far hotter, and the polar regions far colder. In practice,
however, air movements and ocean currents carry the sun’s heat poleward
from the tropics, reducing the climate contrast between high latitudes and low.

The general circulation of the atmosphere is controlled by the latitudinal
temperature gradient, that is, by the way the temperature drops as you travel
from low, tropical latitudes to high, polar latitudes. Here we consider the winds
high in the atmosphere, far above the influence of friction with the surface
(strictly speaking drag, but it is usually called friction).Air pressure depends on
air temperature, being high where the temperature is high and low where the
temperature is low.8 Therefore the atmosphere develops a pressure gradient
more or less matching the temperature gradient, with high pressures in the
tropics and low pressures in the polar regions. Moreover, the greater the height
above the earth’s surface, the stronger the pressure gradient. The wind blows
down a pressure gradient, from high pressures toward low. Consequently, if it
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were not for the rotation of the earth on its axis, high-level winds would tend
to blow always from the equator toward the poles (see fig.4.3); at the same time,
to prevent the atmosphere from piling up over the poles, winds at the surface
would blow from the poles to the equator, returning the air to its starting point.
In other words,huge convection cells would develop,one over each hemisphere.

The worldwide pattern of circulation just described, and shown in the fig-
ure, represents what would happen, in theory, if the earth did not rotate on its
axis once every twenty-four hours. But of course it does rotate, and the effect
of this rotation is what we consider next.

The Effect  of  the Earth’s  Rotation

Because of the earth’s rotation any wind is deflected from its course unless it
happens to be blowing parallel with the equator and directly above it. In the
Northern Hemisphere the wind is always deflected to the right (as you stand
with your back to it), and in the Southern Hemisphere, always to the left.This
rule applies whatever the wind’s direction. The deflection is known as the
Coriolis effect.9 The magnitude of the effect depends on the latitude: it is
greatest at the poles and decreases to zero at the equator.

It is easy to see why the earth’s rotation should cause a wind blowing over
one of the poles, say the North Pole, to be deflected. Imagine yourself in a sta-
tionary satellite looking directly down on the North Pole; you would see the
earth and everything fixed to its surface rotating counterclockwise beneath
you. Suppose a weather balloon, floating high above the ground, was carried
past on the wind directly below. The balloon is not attached to the earth and
therefore does not move with it; instead, it is left behind by the continents and
oceans carried along on the earth’s surface so that, relative to them, it appears
to drift westward, that is, to the right.The balloon would be seen to be going in
a straight line if the earth below it were invisible; the rightward deflection is
entirely a relative matter, relative to the earth and to an observer on the earth.

In this particular case, of an object moving southward from the North Pole,
it is obvious how the Coriolis effect works. But it is not intuitively obvious
how the effect can cause a free-floating object borne on the wind—and the
wind itself—to be deflected to the right everywhere north of the equator,
whatever the wind’s direction and wherever the object may be.

A full explanation requires some fairly advanced mathematics, but figure
4.4 gives an idea of what is going on. It shows the globe rotating, once each
day, around its axis (the line through its center joining the North and South
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Poles). If you were to stand  at either of the poles for twenty-four hours in
summer (when the sun never sets), the sun would appear to move in a com-
plete circle around you, with the center of the circle directly overhead. Like-
wise, observed from any other point on the globe, the sun is seen to move in a
complete circle in twenty-four hours, but the circle’s center is not directly
overhead. Admittedly, the sun is out of sight at night for an observer in non-
Arctic latitudes, but visualizing where it would appear if the globe were trans-
parent isn’t difficult. It follows that every point on the globe can be thought of
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as rotating about a “private” axis of its own, parallel with the earth’s axis. The
figure shows two of these private axes, one at 40° N latitude and one on the
equator, as well the true axis protruding from the North Pole. The three axes
are parallel; they are shown by the straight, solid north-pointing arrows.

Before continuing, note the meanings of horizontal and vertical in what
follows, and see the inset in figure 4.4. A plane tangent to the earth’s surface
at any point is the horizontal surface at that point. Except at the poles, it is not
parallel with the top and bottom edges of the page.A line through the point at
right angles to the tangent plane is the vertical through the point. Except at
the poles, it is not parallel with the left and right margins of the page. Keep this
in mind as you read on.

Only at the pole itself, where the axis is vertical, is the rotating circular
movement completely parallel with the ground, or horizontal.This movement
is shown by the “twirls” (circles seen in perspective) above each axis.

At any site at an intermediate latitude (for instance, at 40° N as in the fig-
ure), the private axis emerges obliquely from the ground. It may be regarded
as the resultant of two subaxes, shown in the figure as dashed arrows; one of
the subaxes is the projection of the true axis onto the vertical at the site; the
other subaxis is its projection onto the horizontal at the site. As the figure
shows, the subaxes are shorter than the true axis, and the speed of rotation
around each of them is less than around the  true axis, as shown by the smaller
twirls over the dashed arrows. These two circular movements at right angles
to each other combine to give the true, oblique movement.

The private axis of an observer on the equator is horizontal. The circular
motion around it is therefore confined to the vertical plane; its horizontal com-
ponent is zero.

Now consider a pendulum suspended at each of the sites; imagine that each
pendulum is supplied with just enough power to overcome friction and keep it
swinging regularly; also, that it is hung so it can swivel freely around the point
of suspension, ensuring that the plane of its swing will not rotate with the ro-
tating earth but will remain fixed relative to the distant stars while the earth
rotates beneath it. When the pendulum is at the North Pole, each swing will
shift far enough to the right of the previous one to complete a full circle in ex-
actly twenty-four hours. When the pendulum is at a middle latitude (for ex-
ample, at 40° N, as in the figure), it will tend to be deflected by exactly the same
amount in a plane at right angles to the earth’s axis of rotation, that is, in a
plane tilted obliquely to the horizontal. But gravity is strong enough to prevent
any deflection in a vertical plane; the only deflection possible is the horizontal
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component, and this is less than the total that the earth’s rotation “ought” to
cause.The pendulum will therefore take considerably longer than twenty-four
hours to complete a rotation relative to the ground. When it is on the equator,
the pendulum will not rotate at all relative to the horizontal; its tendency—un-
realizable because of gravity—will be to rotate wholly in a vertical plane. Such
a pendulum, known as Foucault’s pendulum,10 was actually constructed in
Paris in 1851, and its behavior gave incontrovertible evidence that the earth ro-
tates on its axis; nowadays many museums have working replicas of it.

The argument shows how the earth’s rotation sets up a “twist” affecting
every point on earth except points exactly on the equator.The direction of the
twist is the same everywhere and causes anything moving above the surface
of the earth—the wind, a  floating balloon, an airplane, a migrating goose, a
swinging pendulum bob—to drift relative to the surface.To an observer on the
earth, the drift appears rightward in the Northern Hemisphere and leftward
in the Southern Hemisphere. Moreover, this drift, the Coriolis deflection, is
greatest at the poles; at lower and lower latitudes, the horizontal component
of the spin becomes less and less (the Coriolis deflection decreases); at the
equator, the effect is zero and there is no deflection at all.11

How the Winds Respond

Now back to the upper atmosphere winds, above the level at which friction
with the ground causes complications (we come to those in chapter 5). Friction
becomes negligible about 1 km above the earth’s surface, and above that the
troposphere continues for a long way; the height of the tropopause (the
boundary layer separating troposphere and stratosphere) is about 10 km at the
poles and more than 15 km at the equator. In describing events in the tropo-
sphere beyond the influence of friction, we are therefore considering a very
thick layer—roughly, between 9 and 14 km thick—and conditions are not the
same all through the layer.

First, recall figure 4.3, which shows the wind pattern as it would be if the
atmospheric pressure decreased steadily from the equator to the poles and if,
also, the earth did not rotate. These two “ifs”—simplifications—will now be
abandoned.

Conditions leading to a wind pattern like that in figure 4.3 are unlikely to
occur except near the top of the troposphere, and only occasionally even there.
At lower levels the highest air pressures are seldom directly above the equa-
tor: more often there are two ridges of high pressure, one on each side of the
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equator. High in the troposphere, the ridges tend to be close to the equator and
to each other. At progressively lower elevations they become farther and far-
ther apart, being between 15° and 20° north and south of the equator at a
height of 1 km; near ground level, they are usually at about 30° north and
south and are known as the  “subtropical highs.”

This shows that figure 4.3 is an oversimplification of the wind pattern
above a nonrotating earth except, sometimes, at the very top of the tropo-
sphere. At a lower level in the atmosphere, say at 5 km above the surface, the
wind pattern if the earth did not rotate would be as shown in figure 4.5a. The
highest pressures are at some distance from the equator, on each side of it.This
causes the winds between the subtropical highs to blow toward the equator;
poleward of the subtropical highs, the winds blow toward the respective poles.
To repeat, this is a highly simplified version of what the wind pattern might
be like if the earth did not rotate.

Now let the earth rotate, so that the Coriolis effect comes into play.The re-
sult is shown in figure 4.5b. Wind directions have turned through a right
angle. In the Northern Hemisphere, what were south winds have become west
winds or “westerlies” and what were north winds have become east winds or
“easterlies,” and vice versa in the Southern Hemisphere. (Recall that the name
of a wind relates to the direction it is coming from: for instance, a west wind
blows from west to east.) These winds are known as geostrophic winds; the
term combines the Greek geo-, earth, and strophe, a turning. The reason the
winds blow at right angles to the pressure gradient is as follows.

Consider a south wind in the Northern Hemisphere: it blows northward
down the pressure gradient leading from the northern subtropical high to the
low pressure area over the North Pole: this wind is deflected to the right (east)
by the Coriolis effect. Were it not for the pressure gradient, the rightward de-
flection would turn the wind back on itself. The pressure gradient prevents
this, however; the tendency of the wind to blow “downhill”—down the pres-
sure gradient—and its tendency to turn right because of the Coriolis effect
come into balance with the wind blowing directly across the pressure gradi-
ent, due eastward in this case. In maps showing the isobars (contours of equal
atmospheric pressure) as  well as wind directions, it is easy to see that the
winds are parallel or nearly parallel to the isobars; examples are given in the
following section.

The geostrophic winds are the dominant winds of the general atmospheric
circulation, and it must be emphasized that they ultimately derive all their en-
ergy from the sun’s heat, which produces atmospheric pressure gradients—
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the immediate cause of the wind.The Coriolis effect, caused by the rotation of
the earth, determines the winds’ directions, but it does not “drive” the winds
in the sense of contributing energy to them.

Jet  Streams

The speed of the geostrophic wind at any point depends on the steepness of the
pressure gradient and on the elevation.Consider elevation first.Low-level winds,
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at less than 1,000 m above the surface, are slowed by friction; above the friction
layer, wind speeds continue to increase at increasing heights because of the de-
creasing density of the air.The fastest winds are at the level of the tropopause.12

The speeds of these winds also depend on the steepness of the pressure gra-
dient, which is not the same at all latitudes. In the Northern Hemisphere the
gradient is steepest at two “steps,” one at about 60° N, on average, the other
between 25° and 30° N, on average. (Note the words “on average”; the steps
swing north and south over a wide range of latitudes, as we shall see.)

The fastest winds in the Northern Hemisphere therefore tend to be at the
level of the tropopause in two widely separated latitude belts.These winds are
the jet streams. The northern one is known as the polar jet; it blows at about
10 km above the ground; the southern one is the subtropical jet, which blows
at a greater height—about 13 km up—because the tropopause is higher in the
tropics than near the poles. Both are westerlies; the subtropical jet forms in the
zone of westerlies (see fig. 4.5b), on the poleward side of the subtropical high.13

A jet stream can be  thought of as a current of air hurtling through the upper
atmosphere at tremendous speed. In cross section it is shaped like a wide rib-
bon, hundreds of kilometers wide but only a few kilometers thick from top to
bottom. The ribbon may be several thousand kilometers long.

The wind speed at the center of a jet stream is typically about 200 km/h, oc-
casionally rising to over 450 km/h.14 The kinetic energy of a 200 km/h wind
blowing 10 km above the ground is no greater than that of a 113 km/h wind
blowing at the surface, because the density of the air is less at high elevations
than at low.15 Even so, a jet stream is extremely powerful.When you see cirrus
clouds (“mares’ tails”) drawn out into long, straight wisps far up in a blue sky,
you are seeing clouds shaped by a jet stream. Even though the air may be calm
at ground level, the evidence for a strong wind at great height is plain; the tell-
tale clouds are seen most often in winter,when jet streams are strongest because
the temperature contrast between the tropics and the polar regions is greatest.

Rossby Waves
The jet streams seldom blow “straight,” in the sense of blowing steadily along
a parallel of latitude; if they did, they would be little help in conveying the
sun’s heat from low latitudes to high. The polar jet usually follows a mean-
dering course, blowing from the southwest and the northwest alternately. Fig-
ure 4.6 shows a typical path for it, snaking around the world in northern lati-
tudes. The strongest winds follow this curving route in the same way that a

32 c h a p t e r  f o u r



stream of water flows through a garden hose lying zigzag on the ground. The
“waves” along its course are Rossby waves,16 sometimes called long waves.
Four or five of them, with wavelengths averaging 4,000 to 5,000 km, encircle
the earth. The whole pattern of waves usually drifts slowly downwind (east-
ward) at a rate of about 4° of longitude a day, but this does not always happen;
the pattern sometimes remains stationary for days on end and occasionally
drifts backward (westward) for a while.17

Rossby waves form because high-pressure and low-pressure regions (highs
and lows for short, or anticyclones and cyclones) develop in the upper atmos-
phere in the same way as they do at low levels, in response to differential heat-
ing at the surface. As a result, the high-level circulation at any one moment
hardly ever has a pattern as simple as that in figure 4.5b, which is a simplified
diagram corresponding, more or less, with the long-term average.

Consider how highs and lows affect the wind. What happens in the North-
ern Hemisphere is shown in figure 4.7. Figure 4.7a shows the isobars of an an-
ticyclone, resembling the contours of a hill; if it were not for the rotation of
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the earth, causing the Coriolis effect, the winds would blow out radially in all
directions “down the hill.” Because of the Coriolis effect however, they are de-
flected to the right until Coriolis effect and pressure gradient are in equilib-
rium, at which stage they blow parallel with the isobars clockwise round the
high. Figure 4.7b shows a cyclone; the pressure is lowest at the center, the iso-
bars mimic the contours of a depression, the winds blow inward, “downhill,”
and deflection to the right turns them into counterclockwise winds.

Now consider how all this affects the flow of the polar jet stream.Visualize
the jet in the subarctic as it approaches a ridge of high pressure extending
northward from a localized anticyclone farther south (see fig. 4.8). The jet is
deflected to the right (clockwise) by the anticyclone, boosting the Coriolis de-
flection already forcing it to blow toward the east. The enhanced deflection
sends the jet southeastward, into lower latitudes. Sooner or later it encounters
a trough of low pressure, which forces it leftward (counterclockwise) with suf-
ficient strength to overcome its tendency to turn to the right. The jet now
blows northeastward, toward an encounter with the next ridge of high pres-
sure, where it will turn southeastward again. And so on, around the world.

In this way the jet stream carries cold air from polar latitudes toward the
tropics and warm air back again, moderating temperature extremes world-
wide.
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5 ENER G Y  I N  T H E  L O W E R  
A T M O S P H E R E
THE WEATHER NEAR THE GROUND

Contrasts between the Upper and Lower Atmosphere

Wherever the wind blows, some of its energy is dissipated—
converted to entropy—by the shearing of air against air; this
happens at all elevations. The losses are far greater in the low-
ermost layer, however, because of friction with the surface—the
drag of moving air as it passes across land or water. Drag also af-
fects the direction of the wind, making atmospheric circulation
far more complicated than it is aloft.

A number of other factors, too, have a stronger effect at low
elevations than at high ones: the air temperature often varies
greatly over small distances in response to the temperature at
the surface, which may be a sunbaked desert, a cool forest, a cold
lake, or the sea. Hills and mountains deflect the wind, funneling
it through narrow valleys or forcing it up over high ridges.And



there is more water vapor in the air at low elevations; most of the water vapor
in the atmosphere is in the lowermost five kilometers.1

Daily fluctuations in air temperature are most pronounced in the layer
heated directly by the surface. The air in the first few centimeters above the
ground is heated by conduction, that is, by energy exchanges brought about
by collisions between molecules of the air and of the ground. The warmed air
becomes less dense and rises, conveying heat upward by convection. The layer
warmed by conduction plus convection is seldom more than a few hundred
meters thick.Air temperature at a greater height is not influenced by local sur-
face temperature; it is controlled by more distant causes—the movement of
air masses, and radiation from the sun and the ground.

The temperature of the air beyond the reach of surface effects  is slow to
react to changes in incoming radiation: it has high thermal inertia. The iner-
tia is such that air temperature is scarcely affected by the daily variation of in-
coming sunlight caused by the earth’s rotation.2 Unless a new air mass invades
an area, heralded by the arrival of a warm or cold front (the boundary between
two air masses), daytime and nighttime air temperatures at a site do not dif-
fer significantly.

At first thought this is surprising: think of the chill of early morning in
summer, just before sunrise while the grass is still drenched with dew. The
chill affects only the air nearest the ground, however; you can perceive the
marked temperature difference simply by noting that your face is warm while
your feet feel frozen. The air temperature a mere hundred meters up may be
the same as it was at sunset the previous evening.

In sum, conditions near the surface are much more variable, both spatially
and temporally, than those higher up. Temperature, pressure, and humidity
often change abruptly over short distances—in a word, energy becomes con-
centrated in confined areas—and changeable weather is the result.

Surface Winds

The amount of heat stored in the atmosphere at any one time is about 1.3 ×
1024 J (joules).3 Were it not for the constant movement of the air, this vast
quantity of energy would be much less evenly distributed than it is. The en-
ergy itself makes the air move; that is, it causes the winds. As we saw in chap-
ter 4, the total power of incoming solar radiation averages 340 W m−2; of this
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total, only about 2 W m−2 is consumed in driving the winds, with more than
half of it energizing the jet streams.4 Low-level winds, however, are nearly as
important as those aloft in transferring solar heat from the tropics to colder
climes, and we now consider how friction with the surface (drag) affects the
global wind pattern close to the surface.

Figures 4.5 and 4.7 showed how, at elevations above the  friction layer, the
winds blow parallel to the isobars. Their direction, at that level, is wholly de-
termined by the pressure gradient and the Coriolis effect; in a word, upper-
level winds are geostrophic. At lower elevations, where frictional drag is ap-
preciable, the wind is governed by three factors: the pressure gradient, the
Coriolis effect, and drag. Drag reduces the Coriolis effect, with the result that
the wind is deflected through an angle of less than 90° from the direction of
the pressure gradient.5 The amount by which the Coriolis deflection is dimin-
ished depends on the nature of the surface over which the wind blows.6 Over
a calm sea, for example, the deflection is likely to be between 75° and 80°; over
rough, hilly ground, between 50° and 55°.

The way this diminution of the Coriolis effect alters the winds blowing
around anticyclones and cyclones (highs and lows, respectively) is shown in
figure 5.1; compare it with figure 4.7. As figure 5.1 shows, the winds around
an anticyclone blow outward down the pressure gradient as well as clockwise;
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conversely, the winds around a cyclone blow inward down the pressure gradi-
ent as well as counterclockwise; that is, they are not parallel with the isobars
but are deflected to the right in both cases.

Now consider the effect on the global average wind pattern at the surface
as it would be in the absence of the temporary, localized hot spots and cold
spots that cause anticyclones and cyclones to form; this idealized pattern is
shown in figure 5.2. Compare it with figure 4.5 and note how, in place of high-
elevation westerlies and easterlies blowing along the parallels of latitude, the
winds at the surface tend to blow across the latitudes. In this way air, and its
thermal energy, is shifted from one latitude belt to another. The process is
called advection, defined as the horizontal displacement of air and all its at-
tributes. Note, too, that figure 5.2 shows zones of polar easterlies in both hemi-
spheres that were not present in figure 4.5. The polar easterlies are caused by
high pressures at a low elevation over the poles, where the air near the surface
is cold and dense.The names “westerlies” and “easterlies” for the zones so la-
beled are inexact but traditional.

Figure 5.2 reveals a seeming paradox. The argument that cross-latitude
winds transfer heat from warm regions to cold doesn’t apply to the trade
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winds, which blow toward the equator in both hemispheres: they go the
wrong way to equalize worldwide temperatures. In fact there is no paradox.
Above every prevailing wind at the surface is a “return wind” higher up—
there has to be, to prevent an impossible pileup wherever surface winds con-
verge—and these high-level winds, especially the meandering jet streams,
play a large part in transferring atmospheric heat poleward.

To say that low-level winds “return” at high elevations or, which comes to
the same thing, that high-level winds “return” at low elevations (see fig. 4.3)
amounts to saying that the air circulates vertically. Indeed it does, carrying its
thermal energy with it.

Vertical  Movements of  the Air

Look at figure 5.1 again. The winds blowing in toward the center of a cyclone
converge; then, because the air must go somewhere, it rises. Likewise, the sur-
face winds blowing outward from an anticyclone diverge, and air descends to
fill the void. These upward and downward movements—up in a cyclone and
down in an anticyclone—are too slow to be called winds.Vertically moving air
usually moves at only one or two centimeters a second.7

To repeat: the air drifts downward into a surface anticyclone. This may
seem like a paradox to anybody familiar with thermals, the warm air currents
that rise from ground on a hot, sunny day when the barometer reads “high”
and an anticyclone obviously prevails.The presence of thermals is revealed by
the small, puffy cumulus clouds that often cap them, and also by soaring
hawks and eagles using them for lift. Can their presence be squared with the
general  downward movement of the air in an anticyclone? It can: the thermals
are scattered; their arrangement is like “the holes in the top of a pepper pot.”8

The rising thermals flow up as separate small airstreams through a mass of
slowly descending air.

These various up and down movements show that the different layers of
the atmosphere do not act independently; on the contrary, air and its thermal
energy are continually exchanged between one layer and another, as well as
shifting great distances horizontally.

Water Vapor and Energy Transfers

A northerner feeling the warmth of a south wind is experiencing sensible
heat. This surprising term simply means perceptible heat. The adjective is to

40 c h a p t e r  f i v e



differentiate it from latent heat, which is imperceptible. Two air masses can
have the same temperature and feel the same, but if the concentration of water
vapor in them is not the same, the moister air contains more latent heat per
unit volume than does the drier air.

Latent heat is the heat liberated when water vapor condenses to liquid
water or when liquid water turns to ice. Consider what happens when moist
air cools and the water vapor in it condenses. At the outset, the water mole-
cules are thoroughly mixed with all the other molecules of the air (mostly ni-
trogen and oxygen) and share in their constant motion. As the temperature
drops, all the molecules slow down. Once the water molecules have slowed to
a critical speed, they cling to any tiny particle they chance to bump into, which
may be a dust mote, a smoke particle, a floating bacterium, a fragment of fly
ash or the like, or any one of these that has picked up a few water molecules
already; this is the way cloud droplets and fog droplets come into existence.9

In uniting to form liquid water, the molecules slow down, abruptly losing en-
ergy. The energy cannot vanish: what the water loses is passed on to the air
molecules, whose motion speeds up. That is, the temperature of the air rises:
the heat that was latent in the water vapor  manifests itself as sensible heat—
a rise in temperature.

Similarly, heat is released when cloud droplets freeze or when water vapor
condenses directly into ice crystals without going through a liquid stage. Con-
versely, when water evaporates, ice or snow melts, or ice evaporates directly to
vapor (sublimates), heat is absorbed; the air or ground that supplies the heat
is cooled, and the heat itself becomes latent in the water vapor.

Condensation is extremely important in conveying heat from the surface
to the atmosphere, which then carries it from one latitude to another.The hot,
moist air of an equatorial rain forest, for example, carries both sensible heat
and latent heat to cooler latitudes; the amount of latent heat it carries is about
twice as great as the amount of sensible heat; it gains the latter by conduction
and convection from the surface. In rainy, temperate latitudes, too, the air
gains more latent heat than sensible heat; the opposite is true only in the sub-
tropical deserts north and south of the equator. Over the oceans, the air ac-
quires latent heat at a greater rate than sensible heat at all latitudes.10 Notice
that we are now considering the rate at which heat flows from land or sea into
the air, called the heat flux and measured in watts per square meter.

Everybody experiences the release of latent heat from time to time, often
without realizing it. Think of a clear summer evening when the temperature
drops quickly after sunset because the ground radiates its heat out into space,
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promising a chilly dawn. If clouds gather, however, the temperature stops
falling—it may even rise somewhat—and the night stays comfortably warm.
This familiar scenario is usually attributed to the fact that the long wave radi-
ation that had streamed from the earth into space when the sky was clear is
absorbed by the clouds and radiated back to earth, keeping it warm.That is part
of the explanation but not all of it: an appreciable fraction of the warmth is the
latent heat of the water vapor in the atmosphere, released and made sensible
as it condenses into clouds.

Concentrated Energy: Storms

Strong winds, heavy rain, lightning and thunder, and huge waves at sea all
show that at times atmospheric energy becomes concentrated in confined
areas. Why? The simple answer is that in a confined area something has hap-
pened to upset the normal equilibrium of calm weather. The next question—
What sort of something?—has no single answer; it varies from one storm to
another, depending on the kind of storm.

Most storms can be classed as cyclones of one sort or another: they are ac-
companied by winds blowing counterclockwise in the Northern Hemisphere
and clockwise in the Southern Hemisphere.They are one of two strongly con-
trasted kinds of cyclones, however, depending on the latitude: tropical cyclones
differ radically from midlatitude cyclones. The most intense tropical cyclones
occur over the ocean: those in the western Atlantic are called hurricanes, and
those in the western Pacific are typhoons.

Tropical cyclones and midlatitude cyclones derive their energy from en-
tirely different sources.11 Water vapor is abundant in the air over warm ocean
currents, and the latent heat of the vapor, released when it condenses, is the en-
ergy source for tropical cyclones. The strongest of them also differ from mid-
latitude cyclones in having an “eye” at the center, where a current of warm air
flows downward; the eye shows as a dark spot at the center of the swirl of
white clouds in many satellite photos of hurricanes. But the central current of
air in midlatitude cyclones flows upward.

The energy source for midlatitude cyclones develops when two air masses
at different temperatures come to be side by side; a horizontal temperature
contrast results, which is intrinsically unstable. The separation of warm, light
air from heavy, cold air by a vertical surface (a front) creates potential energy
(PE). The greater the temperature contrast, the greater the energy. Some of
this energy is released, that is, converted to kinetic energy (KE), by a re-
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arrangement of the air masses. The cold air, because of its  greater density,
flows under the warm air (see fig. 5.3); the flow, down a pressure gradient, un-
dergoes Coriolis deflection, and the result is a cyclone.

After the repositioning of the air masses, the surface separating them is
horizontal.The upper layer still has PE relative to the ground, in the same way
that a boulder sitting in the middle of a level plateau has PE relative to sea level
(see chapter 2), but it is unavailable—there is no way for it to be converted to
KE. Because of this, the efficiency of the conversion of PE to KE is low, only
about 1 percent.12

The energy released, from start to finish, by a typical midlatitude cyclone
averages about 2 × 1013 MJ (megajoules), and that of a tropical cyclone about
2 × 1011 MJ, only one-hundredth as much. The average area of a midlatitude
cyclone is about two hundred times that of a tropical cyclone, however, so that
the energy per unit area is actually about twice as great in the tropical cyclone.
Tropical cyclones are the most energetic of all storms. If we assign a rating of
100 percent to the energy per unit area of an average tropical cyclone, the av-
erage energy per unit area of lesser storms is approximately as follows: a tor-
nado, 80 percent; a midlatitude cyclone, 50 percent; a dust devil, 8 percent; and
a severe thunderstorm, 6 percent.13

Solar energy is transported from the tropics to the polar regions by ocean
currents and winds acting in combination. The rate of transport is greatest at
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about latitudes 30° N and 30° S, where the two modes of transport are ap-
proximately equal. Between these latitudes, in the tropics and warmer sub-
tropics, more energy is transported by ocean currents than by the atmosphere,
whereas poleward of them atmospheric transport dominates.14

Violent winds—sometimes more than 500 km/h—are not the only dis-
plays of nature’s energy that storms provide. Lightning and thunder from
electrical storms are equally awe inspiring. We consider them in chapter 16.

How Atmospheric  Energy Is  Dissipated

The atmosphere is gaining solar energy all the time, at a rate of almost 
220 W m−2. The earth as a whole receives solar energy at a rate of 340 W m−2.
As figure 4.1 showed, 30 percent of this total is reflected back into space by the
atmosphere and 6 percent by the ground (land and sea); the remaining 64 per-
cent, nearly 220 W m−2, provides the energy that is held, temporarily, in the at-
mosphere. It does not accumulate; if it did, the temperature would go on rising
indefinitely. Therefore it must somehow be dissipated.

The atmosphere holds energy in four forms.15 First in importance is its in-
ternal (thermal) energy, the energy of its molecules’ never-ending random
motion. Second is the potential energy resulting from the temperature differ-
ences within the atmosphere (see the preceding section).Third is the latent en-
ergy of the water vapor in the atmosphere, ready to liberate heat when it con-
denses. Fourth, and least in quantity at any one moment, is the kinetic energy
of moving masses of air—winds.

All this energy is constantly being augmented by incoming solar radiation
and must be continuously dissipated at the same rate if equilibrium is to be
maintained. The absorption of solar radiation increases the total internal en-
ergy of the atmosphere and also, because of unequal heating, its potential en-
ergy. Most of this energy is dissipated as fast as it is absorbed, by reradiation
into space in the form of long wave (infrared) radiation.

About 30 percent of the absorbed solar energy evaporates water, both from
the sea and from freshwater lakes and rivers. The latent energy in the vapor
turns back into heat when the vapor condenses to raindrops; the raindrops
warm the air and the ground, and the energy is ultimately lost to space as long
wave radiation.

The wind does much of its work on the sea.A large proportion of its energy
is used in driving ocean currents and raising waves. Some of this energy is
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transferred to the water as kinetic energy while some, as always, is lost as
“waste” heat—that is, entropy  (see chapter 3).

The wind also does the work of wind erosion—the natural sandblasting that
shapes rocks and cliffs in regions with dry climates; erosion entails friction,
hence more waste heat. Indeed, whenever the wind shifts anything—when it
builds a sand dune, knocks down a tree, or blows your hat off—the entropy of
the universe is increased by a tiny amount. Much wind energy is dissipated as
the heat produced by viscous drag because of shearing within the wind itself.

A very small fraction of the wind’s work consists in turning humanity’s
windmills. The output is sometimes milled flour, plus of course the inevitable
waste heat; or it may be electrical energy from a generator driven by wind-
mills. For more on the latter topic, see chapter 19.

The Energy in a Rainstorm

Back to the topic of rain. Rain provides an opportunity to demonstrate with ac-
tual numbers what becomes of the energy in a common meteorological event.

A heavy rainstorm obviously holds considerable energy. So, what becomes
of the energy? It is easy to calculate the work done when a measured depth
of rain falls on a known area of land from a cloud at known height. (At least
it’s easy provided you can assume that the air was saturated with moisture so
that none of the rain evaporated as it fell, as it always does in relatively dry
air.) Suppose, for example, that 10 mm of rain falls on one hectare (10,000 m2)
of land from a cloud 200 m up. Take the density of the rainwater to be 
1,000 kg m−3. The volume of the rainfall is

depth × area = 0.01 m × 10,000 m2 = 100 m3,

and its mass is

volume × density = 100 m3 × 1,000 kg m−3 = 100,000 kg.

It follows (see chapter 2) that the work done, or energy used up, as the rain
falls to the ground from a height of 200 m is

mass × acceleration due to gravity (9.81 m s−2) × distance fallen
= 100,000 kg × 9.81 m s−2 × 200 m = 1.962 × 108 J.

The computation is straightforward, but where have the 1.962 × 108 J gone
once the rain has reached the ground? They cannot have vanished, so what has
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become of them? They have been dissipated, partly in the air and partly at the
point of impact with the surface (land or sea).

Consider the details of what happens: as the raindrops fall, they are slowed
by the drag between each drop and the air. Indeed, a falling raindrop cannot
fall faster than its terminal velocity, the velocity at which the pull of gravity
is exactly canceled out by the drag. For a raindrop 2 mm in diameter (a typical
size), the terminal velocity is 6.5 meters per second;16 it reaches this speed
after falling a mere 2 m. Once a falling drop reaches its terminal velocity it
cannot speed up any more. If it were not for drag—if the drops were falling in
a vacuum—their velocity after a fall of 200 m would be 62.64 m s−1, almost ten
times as great.17 The kinetic energy (KE) of the falling rain when it hits the
ground is (see chapter three)

1⁄2 × mass × velocity2 = 1⁄2 × 100,000 kg × (6.5 m s−1)2 J = 2.1125 × 106 J.

This is a mere one-hundredth of the KE it would have possessed had there
been no drag. In the no-drag case, the KE would have been

1⁄2 × 100,000 kg × (62.64 m s−1)2 J = 1.962 × 108 J,

as we found above in computing the work done by the falling rain.
The rain has indeed done this much work; all but 1.94 × 108 J, however, has

been dissipated as heat on the way down. In practice, the rise in temperature
(it would be 2°C at most) is masked because the air is simultaneously losing
heat to the cold raindrops, falling from cold air above. The 2.1125 × 106 J that
the rain still has left on reaching the ground remains to be disposed of. It no
more vanishes than the rain itself vanishes when it soaks into the ground or
becomes one with the water in the sea  or a lake: it only seems to vanish. Con-
sider a single raindrop. If it strikes water, or a rock, it creates a small splash, and
the drop itself is deformed. If it strikes soil (or soft clay, or sand) it makes a tiny
dent, and both the raindrop and the surface struck are deformed. These
events—splash, deformation—consume each raindrop’s remaining energy,
and the account is precisely balanced at last.
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6 THE S U N ,  T H E  W I N D ,  A N D
T H E  S E A

The Sun and the Sea

When sunlight shines on the sea, what becomes of it? Some is
reflected back into the sky, and the rest penetrates the surface to
contribute its energy to the water; in a word, it is absorbed.This
statement prompts two questions. What are the proportions re-
flected and absorbed? And what becomes of the absorbed en-
ergy?

Consider the first question. Recall the account in chapter 4
of the solar energy budget for the earth as a whole. It is believed
(see fig. 4.1) that, averaging over all seasons, approximately 70
percent of all incoming sunlight is reflected back into space.This
quantity—70 percent—is the earth’s reflectivity or, to use the
technical term, its albedo. Seventy percent is an average for the
whole earth, but different surfaces have markedly different
albedos. For example, the albedo of new-fallen snow is ex-
tremely high, up to 95 percent; that of calm water (this includes
the ocean), is occasionally as low as 2 percent, rising to about 10
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percent for a rough sea; that of clouds is anywhere between 30 and 90 percent,
depending on the type and thickness of the clouds.1

The low albedo of the ocean, ranging from 2 to 10 percent, doesn’t mean,
however, that the oceans always absorb from 90 to 98 percent of incoming solar
radiation: far from it. The sunlight is often intercepted by strongly reflective
clouds in the atmosphere before it ever reaches the ocean. Indeed, cloudiness
probably has a stronger influence on an area’s albedo than any other factor.2

Thus when you look over a calm, blue, sunlit sea, it is absorbing nearly all of
the solar energy falling on it; this is especially true at low latitudes, where the
sun’s rays are nearly vertical at midday; but when you look at a gray, storm-
tossed sea beneath a gray sky covered with thick clouds, the sea may be ab-
sorbing only 10 percent or less of the energy reaching the cloud tops.

Now for the fate of the absorbed solar energy, which is augmented to a neg-
ligible degree by heat from the earth’s interior, and also by the frictional heat
generated by the movements of seawater, especially surf. Figure 6.1 shows
what happens to it.3 All the energy must ultimately be returned to space; if it
were not, the oceans would heat up. Therefore the incoming energy balances
the outgoing. More than half of it is disposed of by evaporative cooling; sec-
ond in importance is heat loss in the form of long wave (infrared) radiation to
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space; last, a small amount is lost by conduction to the air in contact with the
sea surface. Typical proportions are shown in the figure.

Some solar energy is absorbed only a short distance below the ocean sur-
face, by living things—green plankton carrying on photosynthesis. This en-
ergy is subsequently converted to heat by living organisms as they breathe
and by dead ones as they decompose, warming the water by an imperceptible
amount.The amount of energy used and dissipated by marine life is too small
to be singled out for special notice in figure 6.1. It forms a tiny fraction of the
three “outgoing” arrows on the right.

Evaporative cooling entails the withdrawal of thermal energy from the sea-
water and its conversion into latent heat in the water vapor that forms over
the sea (see chapter 5). Occasionally energy travels the other way: water vapor
in the air condenses to water at the surface of the sea, liberating latent heat
that warms the water. But on average the net transfer of latent energy is from
the sea to the air.

Likewise, heat can be conducted in either direction, depending on whether
the sea at the surface is warmer or cooler than the air in contact with it. In
other words, warmth—thermal energy—can be transferred downward from
warm air to cool sea, or upward from warm sea to cool air, by conduction. In
the latter case convection speeds up the transference, provided the tempera-
ture of the air falls at progressively greater heights above the surface; if it does
not—if there is an inversion (the air temperature rising at  greater heights)—
convection can carry the warmed air only a short distance up. In any case the
net transference of heat is upward, making conduction one of the ways—the
least important way—the sea dissipates heat.4

The warmth of the sea is also transported horizontally, by currents; as with
similar shifts of thermal energy in the atmosphere, such horizontal move-
ments are called advection. Advection is not shown in figure 4.1 because di-
rections and distances vary tremendously from place to place. All that can be
said is that, over time, the advective heat transfers at any one location always
cancel each other out.

How Sunlight Penetrates the Sea

As a whole, the ocean absorbs far more solar energy than does the land.This is
scarcely surprising when you consider that the earth’s surface is 71 percent
ocean and 29 percent land. The ocean also absorbs more than the land per unit
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area, because of its lower albedo. Seawater is much less transparent than the at-
mosphere, however, and this limits the depth to which sunlight can penetrate.

Seawater also filters the sunlight shining through it.5 The water is more
transparent to blue light than to other colors of the visible spectrum and al-
most opaque to invisible radiation, both infrared and ultraviolet. More than
half the incident sunlight, including all of its infrared component, is absorbed
in the topmost meter of the sea. By 10 m down, all colors but blue are gone.
This is the reason the sea looks blue: the color comes from the light back-scat-
tered by the molecules of seawater, and because all other colors are absorbed
in the topmost layers, blue is the only one available for back-scattering from
lower down. Reflection of the blue sky above makes a comparatively minor
contribution to the blue of the sea on a sunny day.

Biologically productive water, containing mineral particles, biological pig-
ments, and plankton, is much less transparent than pure water and usually
looks greener.

The solar radiation shining into the sea warms it, making the surface water
warmer than the water below it. This arrangement is very stable, in strong
contrast with the state of affairs in the atmosphere, where sunshine heats the
surface, which in turn heats the air in contact with it. This places warm air
below cool air and leads to instability: convection currents of air—thermals—
rise up from the hot ground, and in extreme cases, large air masses are over-
turned.

The way sunlit seawater heats up is strongly affected by its transparency.6

On a hot summer day the sun could, in theory, raise the temperature of the
topmost 5 cm of clean seawater by 40°C. It doesn’t happen because, during
daylight, the sea is losing heat almost as fast as it gains it. It loses it by radia-
tion, most rapidly from the very topmost skin of water, about 0.05 mm thick.
The temperature within this skin is less at the top than at the bottom (in con-
trast to the state of affairs just below it), causing the thin skin of water to mix
convectively and cool down; at the same time, turbulence in the air over the
water induces matching turbulence, hence mixing, in the water itself. The
rapid cooling prevents the theoretically possible (and incredible!) gain of 40°C
that could happen were it not for the cooling; in practice, the temperature of
the sea surface seldom changes by more than 1°C between day and night.The
sea doesn’t cool appreciably after sunset, whereas the atmosphere is cooling
rapidly. It is this that makes the sea seem so warm when you swim at night;
you are enjoying the stored energy of sunshine.
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Movement in the Sea

The sea is never still. It moves in a variety of ways, from a number of differ-
ent causes.Waves and tides are the movements most familiar to land dwellers,
and they are the topic of chapters 7 and 8. In this chapter we consider ocean
currents, the “winds” of the sea.

In the open ocean, far from any coastlines, the strongest  ocean currents are
those at the surface, caused by winds. Weaker currents at greater depths have
a variety of causes. Last, some currents at the bottom of the ocean, known as
hydrothermal currents, are caused by heat from the earth’s interior; they are
discussed in chapter 15.

Waves as well as surface currents are driven by wind energy. When the
wind gets up over a calm sea, it drags along a thin skin of surface water, si-
multaneously starting a shallow current and creating tiny ripples. The ripples
catch the wind and become small waves; this increases the wind drag, so that
the waves continue growing in a feedback process. The higher the waves, the
deeper the troughs between them, so the more deeply the wind can reach into
the water and the thicker the current layer becomes. Despite appearances, the
winds spend considerably more energy driving currents than they do raising
waves.7

Although ocean currents resemble atmospheric winds in many ways, there
are striking contrasts between them. Take the matter of speed: one writer has
said that “in nature, air flows are normally about fifteen times as rapid as flows
of water. Thirty meters per second is a hurricane of air; two meters per second
is a torrent of water.”8 At the slow end of the scale, the speeds at which flow is
perceptible without instruments are in about the same ratio: the threshold of
perceptibility is about 30 cm s−1 for an air current and about 2 cm s−1 for a
water current.

The difference is due to the different viscosities of air and water.9 The vis-
cosity of a material—be it a gas, a liquid, or a paste—is a measure of the force
required to maintain a shearing motion of given speed in the material.To take
a culinary example, envision an ice-cream sandwich, consisting of a flat slab of
ice cream between two wafers. Suppose the bottom wafer is held firm on a hor-
izontal surface; now you push the top wafer horizontally until it is sliding at
a constant speed. For an ice-cream slab of given dimensions, the speed of the
shearing motion depends only on the force you apply and the ice cream’s vis-
cosity: knowing the speed, the force, and the slab’s dimensions, you can com-
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pute the viscosity  of the shearing movement in the ice cream. As you would
expect, it is high when the ice cream is frozen hard and low when it is soft.

Let’s return to the contrast between air and water. The viscosity of seawa-
ter is about sixty times as great as that of air at sea level.10 No wonder their
typical speeds of flow are so different. Their kinetic energies per unit volume
are different too. For example, here are the speeds and energies per unit vol-
ume of three representative ocean currents:11

Current Speed (m s−1) KE (J m-3)

Florida Current (extremely fast) 2.2 2,480
Gulf Stream off Europe (slow) 0.1 5
Just strong enough to feel 0.02 0.2

And here, for comparison, are the speeds and energies of representative winds:

Wind12 Speed (m s−1) KE (J m-3)

Violent storm (great damage) 30.0 540
Light breeze (leaves rustle) 2.0 2.4
Just strong enough to feel 0.3 0.05

As you can see, ocean currents have a higher kinetic energy per unit volume
than comparable winds; this is because of the much greater density of water.
The densities of seawater, and of air at sea level, in kilograms per cubic meter,
are 1,024 and 1.2, respectively; that is, seawater is about 850 times as dense as
air.13 Note, too, that the energy in ocean currents is far more concentrated. As
we saw in chapters 4 and 5, wind speeds increase  with height above the
ground, so that air at all levels is in motion. In contrast, the speed of ocean cur-
rents decreases rapidly as you move downward from the surface; as we shall
see later, nearly all the wind-driven movement is confined to a shallow surface
layer, ranging from 100 m to 500 m thick.

Wind-Driven Currents and the Ekman Spirals

We have noted already that the strongest ocean currents are those at the sur-
face, powered by the wind. The proof that the wind controls them is that they
respond within a few hours to changes in wind direction.14

The speed of a wind-driven current is about 3 percent or less of the speed
of the wind driving it. Much of the wind’s energy is used up in the friction
(strictly speaking, viscous drag) by which the wind drags the water along.
Drag between wind and sea at the ocean surface and between layers of water
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below the surface converts much of the mechanical energy of winds and cur-
rents to waste heat—entropy—an item not to be omitted from a complete en-
ergy budget.

The direction of a wind-driven current does not coincide with that of the
wind driving it. This is another manifestation of the Coriolis effect described
in chapter 5, which causes a surface current to be deflected through an angle
of about 45° to the right of the wind. An angle of exactly 45°, which is what
the simplest mathematical model of ocean circulation predicts, is not to be ex-
pected in the real world; the simple model assumes that the only factors de-
termining a current’s direction are the wind and the earth’s rotation, whereas
in reality a number of other factors influence the outcome.Assuming the sim-
ple model to be correct, figure 6.2 compares what happens in the lower at-
mosphere with what happens at the sea surface (we consider later what hap-
pens just below the surface). The figure applies to the Northern Hemisphere;
as always happens with processes dependent on the earth’s rotation, the pat-
tern of events in the Southern Hemisphere is the mirror  image of those in the
Northern Hemisphere.

Figure 6.2a shows events in the atmosphere. The dotted arrow pointing
north shows the direction the wind would blow given a nonrotating earth and
a gradient of pressure decreasing to the north as it usually does. The solid
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arrow pointing east is the geostrophic wind (see chapter 4), deflected 90° to the
right by the Coriolis effect acting in the absence of drag. The dashed arrow
pointing northeast shows the wind at the sea surface, where the Coriolis effect
has been diminished by drag (see chapter 5); only half the deflection that pro-
duced the geostrophic wind remains, which makes it appear, as you descend
from the heights, that the geostrophic wind has been deflected 45° to the left.

This is the wind that drives the current directly below it, as shown in fig-
ure 6.2b, where we see that the current at the surface (wavy arrow) has been
deflected 45° to the right of the wind driving it. Behold, the surface current
flows in the same direction as the geostrophic wind thousands of meters over-
head, above the atmosphere’s friction layer.

The next question is, How does the current flow at progressively greater
depths below the water surface? The answer is given in figure 6.3a, which
shows the directions and speeds of currents forming the Ekman spiral, so
called in honor of the oceanographer who developed the first mathematical
model of ocean circulation.15 The figure shows the water as a stack of hori-
zontal layers, with the current in each layer moving more slowly than that in
the layer above and somewhat to the right of it because of Coriolis deflection;
in practice, of course, the layers are infinitesimally thin and blend into each
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other.The current peters out gradually, spiraling clockwise all the while.At the
depth where its direction is directly opposite to the direction at the surface,
known as the Ekman depth, the speed is only 4 percent of what it was at the
surface.16 The water between the surface and the Ekman depth is the Ekman
layer, which corresponds to the friction layer in the atmosphere.

The thickness of the Ekman layer depends on the wind speed and the lati-
tude: the higher the latitude, the thinner the Ekman layer. For example, at lat-
itudes 10°, 45°, and 80° (in either hemisphere), the Ekman depths would be
100 m, 50 m, and 45 m, respectively, given a fresh breeze of 10 m s−1, that is, a
wind strong enough to raise moderate waves with many whitecaps.17 Dou-
bling the wind speed to 20 m s−1 (a fresh gale) doubles the Ekman depths.
Clearly, the Ekman layer is extremely thin compared with the friction layer of
the atmosphere.

Now notice what seems at first sight a surprising fact: as you descend
from high in the atmosphere, wind direction twists to the left;18 but as you
descend from the sea surface into the depths, current direction twists to the
right. Why the difference? Here is the answer. When the Coriolis effect
twists the direction of a current of air or water, it twists it to the right of the
direction in which it is being driven by the action of an external force, as ex-
plained in chapter 4. In the atmosphere, the external force is the atmospheric
pressure gradient, exerting a force to the north in figure 6.2a (dotted arrow).
In figure 6.2b the driving force is the wind, exerting a force to the northeast.
Looked at in this light, it is clear that there is no difference; the two halves
of figure 6.2 can be seen to correspond if you conceal the geostrophic wind
arrow in 6.2a; then, in the two diagrams, you see arrows showing the initial
causes and final outcomes of, respectively, a pressure gradient in the atmos-
phere and a wind driving the sea surface. In both cases the effect is directed
45° to the right of the cause.

Because of the constantly turning current direction as you descend below
the sea surface, it follows that the bulk of the water is not moving in the same
direction as the surface current; in fact the average direction of flow is at right
angles to the wind direction, equivalently 45° to the right of the current at the
surface.The average current is called Ekman transport; it is the flow that mat-
ters when we come to consider the transport of thermal energy by the ocean,
though it is of no importance to sailors.

Other Ekman spirals form at the bottom of the ocean, where slow deepwa-
ter currents are finally braked to a stop by the drag of the seafloor (fig. 6.3b).
Because the currents are weak, the Ekman layers are thin; at 45° latitude and
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a current speed of 0.1 m s−1, the top of the Ekman layer is only 50 cm above
the seafloor. The direction of a sea-bottom spiral matches the direction of the
atmospheric Ekman spiral; that is, it twists to the left.This is as you would ex-
pect. In both cases, a geostrophic current of air (fig. 6.2a) or water (fig. 6.3b) is
slowed by friction with a surface below it.

Returning to the Ekman layer at the top of the ocean, it is the layer in
which virtually all wind-driven currents flow (“virtually” because, according
to the model, wind-driven currents still have 4 percent of their strength at the
Ekman depth).

The bulk of the energy imparted to the sea by the winds is used up in the
surface Ekman layer. It is dissipated by viscous shearing as layers of water slide
over each other. Viscosity exists in two forms: molecular viscosity and eddy
viscosity.19 In molecular viscosity, individual molecules of water pass up and
down between adjacent layers of water: then, whenever a fast molecule moves
down among the slower molecules in the layer below it, it is slowed by colli-
sions with the slow molecules and at the same time imparts some of its speed
to them. Conversely, whenever a slow molecule moves up among the faster
molecules in a layer above it, it is speeded up by collisions with the fast mole-
cules, slowing them in the process. In this way the speed differences are evened
out. In eddy viscosity the mechanism is the same, but the objects exchanging
energy are big chunks of water instead of individual molecules. Eddy viscos-
ity dissipates from 107 to 1011 times as much energy as molecular viscosity
does. Eddy viscosity is therefore vastly more important in slowing ocean cur-
rents.20 Realizing this, in 1902 Ekman succeeded in developing the first useful
model of ocean circulation. Practically all the more recent models are refine-
ments of Ekman’s model made possible by high-speed computers.

Hills  and Dales of  the Ocean’s Surface

Disregarding the small-scale ups and down of the waves, the surface of the
ocean is not horizontal; in other words, sea level is not level, in spite of ap-
pearances.21 A three-dimensional model of an ocean, with an enormously ex-
aggerated vertical scale, would show a surface of smoothly sloping hills and
valleys. The slopes are much too gentle to be directly observed from the sur-
face, and their existence can only be inferred, usually from satellite observa-
tions. Their presence shows that gravitational potential energy (PE) is to be
found at sea as well as on land, though in comparatively tiny amounts. Just as
a rock at the top of a precipice has PE relative to the lowlands below, the water
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Figure 6.4. The Pacific Ocean (a) under normal conditions and (b) during an El Niño event.

Stippling shows warm water (about 30°C or more); arrows show currents.



atop a “sea hill” has PE relative to the lower surfaces surrounding it; the PE is
converted to KE when water flows down the hill.

The tides are the most obvious cause of “hills” and “valleys” at sea.This fol-
lows directly from common sense, with no need for satellite data.The tides rise
and fall because the whole body of ocean water encasing the earth, except where
continents protrude, is not a spherical shell but a more or less football-shaped
shell.The tides rise and fall because two bulges of water on opposite sides of the
earth—the ends of the football—rotate around the earth. The bulges are low
hills of water, each having a basal diameter the same as the earth’s diameter. If
you watch the tide rising at the beach, you are seeing one of these hills coming
toward you; and if you begin your vigil at water’s edge at low tide and don’t get
out of the way, the hill engulfs you. The evidence that the sea surface slopes
could hardly be more convincing. (For more on tides, see chapter 8.)

Smaller hills form, superimposed on the tidal hills.A common cause is a fall
in atmospheric pressure; if the pressure drops by 3 percent—equivalent to a
drop from “set fair” to “change” on a household barometer—the sea level rises
by about 30 cm.22 A rise or fall in sea level accompanying a fall or rise (respec-
tively) in air pressure is known as the inverted barometer effect. The  flooding
that often accompanies severe hurricanes is a manifestation of the effect.

The sea also piles up where a current is halted by a barrier. For example, sea
level in the tropical western Pacific is normally higher than in the tropical
eastern Pacific because the westward-flowing South Equatorial Current piles
up on reaching Indonesia and northern Australia. On the eastern side of the
Pacific, cool water flows into equatorial latitudes from the south to replace that
flowing west, causing a marked temperature gradient as well as a slope; the re-
sult is heaped-up warm water in the west and cool water at a lower level in the
east; the difference in elevation across the width of the Pacific is about 50 cm.
But every few years, air pressure rises over the western Pacific and falls over
the eastern Pacific; the trade winds weaken, and the piled-up warm water in
the west flows back into the eastern Pacific, raising surface temperatures by 8
or 9°C (fig. 6.4). This is an El Niño event; it is a rearrangement of thermal en-
ergy on a geographic scale, and it causes climatic havoc.

Currents also cause water to pile up even in the absence of land barriers. In-
deed, wherever currents flow, the ocean surface slopes. The slopes are imper-
ceptible: for instance, at 45° latitude, a current of 1 m s−1 causes a vertical dif-
ference in sea level of about 1 m in every 100 km, that is, a slope of 1 in 100,000.

The broadest “hills” in the ocean are enclosed in the huge “ring” currents
known as gyres. As examples, figure 6.5 shows the gyres in the northern and

58 c h a p t e r  s i x



North America

South America

Equator

Africa

NSG

SSG

Figure 6.5. The Atlantic Ocean, showing its northern and southern subtropical gyres, NSG

and SSG, and the currents circulating around them. (Other currents are not shown.) The dot-

ted arrows show the prevailing winds: northeast and southeast trades on either side of the

equator and “westerlies” at higher latitudes in both hemispheres.



southern Atlantic. The currents are driven by the winds and deflected by the
landmasses. But that is only part of the explanation for them and doesn’t ac-
count for their constancy: additional mechanisms, with feedback, are at work.
Coriolis deflection continuously turns the currents, and it acts more strongly
on warm water at the surface than on the cooler water below because the
warm water is less dense.As a result, warm water piles up to form a hill within
the gyre;23 in the North Atlantic, the surface at the summit of the hill is about
1.5 m higher than the surface at the periphery.

The water on the “hillslopes” has potential energy by virtue of altitude,
small though it is. Water flows downslope under the pull of gravity and is de-
flected because of the Coriolis effect until it is flowing very gently downhill al-
most parallel with the contours—clockwise in the Northern Hemisphere,
counterclockwise in the Southern Hemisphere. It behaves as the air does
around an atmospheric anticyclone.The currents around the “hill” are almost
geostrophic (controlled solely by gravity and the Coriolis effect) because the
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drag is very slight. They reinforce the wind-driven currents that were their
initial cause.

Because the currents around gyres are maintained by two processes acting
in concert, they are very constant. They do not respond nearly as quickly to
changes in wind direction as do currents driven wholly by wind. Energy to
keep the currents flowing is stored, as potential energy, in the topography of
the water surface. It is released—converted to kinetic energy—gradually over
many days. This makes the currents immune to short-lived wind changes.

Valleys as well as hills contribute to the relief of the sea surface. They ap-
pear where surface currents diverge from each other because the winds driv-
ing them diverge. Subsurface water flows upward to make good the loss.

Slopes also form where a current flows away from a coastline. This hap-
pens, in either hemisphere, wherever the prevailing wind blows toward the
equator beside the west coast of a continent (see fig. 6.6). The wind drives a
current and, as always, the Coriolis effect goes to work. The average flow is
Ekman transport moving the bulk of the water at right angles to the wind di-
rection—directly away from the land. The water surface develops a slope
going uphill away from the land, and an ascending current of water from the
depths flows upward to take the place of the water that Ekman transport has
removed. This is an upwelling. The upwelling water is  cooler than surface
water, but not really cold: it rises gently, at about 10 m per day, from a shallow
depth of 300 m at most.

Upwelling explains the surprising coolness of inshore waters off the west
coasts of North and South America and southwestern Africa. Californians in
particular are well acquainted with upwelling: along the shore at Cape Men-
docino, the surface temperature of the water in August is about 7°C lower
than the temperature 1,500 km out to sea at the same latitude.24

Density Currents in the Depths

Up to this point we have been concerned chiefly with the surface layer of the
oceans, where wind-caused currents predominate. The layer is from 100 m to
500 m thick and is called the mixed layer because it is continually stirred by
currents, including those that flow upward and downward. The mixed layer
contains only about 2 percent of the whole ocean.

Below it, beyond the reach of the winds, is a somewhat thicker layer known
as the pycnocline (from the Greek pyknos, thick, referring to the density of the
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water), in which the density increases rather abruptly.The increase in density
is caused by a cooling of the water, an increase in its salinity, or both.25

Whichever it is, the change marks the level at which, going downward, wind-
caused mixing stops and relative calm prevails. Below the change, in the deep
zone, the density usually increases very gradually down to the bottom;26 the
average temperature and salinity in the deep zone are 3.5°C and 34.7 parts per
thousand.

In the deep zone, currents flow wherever there happen to be horizontal
density differences. A density difference arises wherever there is a change in
temperature or salinity; this creates a pressure gradient, down which water
flows as a gentle current. Such currents are known as thermohaline currents
(from the Greek therme, heat, and halos, salt).

Their energy is far less than that of wind-caused currents: their speed is
only 1 or 2 km per day on average.27 But they are of great importance as trans-
porters of thermal energy. At some locations, comparatively shallow thermo-
haline currents descend to become deep currents and then return to the sur-
face; here and there they fork and subsequently rejoin.Taken all together, they
form closed loops of enormous extent, which transport thermal energy from
ocean to ocean and from the tropics toward the poles. These are thermohaline
currents on the grand scale, functioning as energy conveyor belts.

The Global Energy Conveyor

The loop current that, with offshoots, spans the whole earth is shown
schematically in figure 6.7. It has been dubbed the “global conveyor.”The map
in the figure combines the representations of several authors and cannot be
correct in every detail.28 This should cause no surprise; the needed data are dif-
ficult to collect, and data points are often far apart. The cold, salty currents are
at great depth, and the returning warm currents tend to spread out and be-
come less definite as they rise toward the surface. Bear in mind that the con-
veyor is a three-dimensional structure: the cold currents are close to the ocean
floor and ascend slowly to higher levels, warming as they rise. They also vary
in salinity. That is, they are thermohaline currents, independent of the winds.

The deep, cold, salty current flowing from north to south for the length of
the Atlantic Ocean is the start of the conveyor, insofar as it can be said to have
a start. It is believed to come into existence in the following way: The Atlantic
is a comparatively narrow ocean. Drying winds from nearby lands cause the
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ocean to lose more water by evaporation than it gains from rainfall and from
inflowing rivers. This makes North Atlantic water much saltier than water at
the same latitude in the Pacific.29 At the same time as it loses heat by evapo-
ration, the water is cooled by cold winds blowing from the Canadian Arctic.
The upshot is that  surface water in the vicinity of Iceland becomes steadily
colder and saltier—and therefore denser—until it sinks, initiating the con-
veyor. It flows south and around the tip of Africa.

When it eventually reaches the South Pacific and turns north, the water
lost through evaporation in the Atlantic is restored by excess rainfall in the
Pacific: the salty water is diluted. Indeed, the conveyor carries salt as well as
warmth: it evens out the salinity contrast between the two oceans.

The conveyor’s role as a transporter of thermal energy is even more im-
portant. In the North Atlantic, before sinking, the conveyor “gives off a stag-
gering amount of heat [to the atmosphere, which] accounts for the surpris-
ingly mild winters of Western Europe.”30 As figure 6.7 shows, in the Atlantic
the global conveyor conveys heat from south to north for almost the whole
length of the ocean, but in the Pacific the heat flow is poleward both north and
south of the equator.
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Ocean currents are indeed as important as the winds in carrying warmth
from low latitudes to high. But it is difficult to compare the importance of
ocean currents and atmospheric winds in achieving the redistribution of en-
ergy. According to one estimate, currents are more important than winds in
the Northern Hemisphere south of latitude 25° N, whereas at higher latitudes
the winds become more important.31 Depending on the season, however, the
surface of the sea is sometimes cooler than the air above it and sometimes
warmer, causing warmth to pass repeatedly from air to sea and back again.The
atmosphere and the ocean act together in spreading warmth from the tropics
to the polar regions.
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7 THE E N E R G Y  O F  O C E A N
W A V E S

Waves of  Many Kinds

At any one moment, the energy in waves in the whole world ocean is
only about one-third as great as the energy in currents.1 All the same,
waves are more visible than currents, and they display the ocean’s enor-
mous energy much more vividly. Sometimes—as when you watch a
stormy sea from a protected shore—they are exhilarating. But when
you look up from a small boat at waves rearing over you, they are ter-
rifying.

Waves vary in many ways. They vary in what causes them to form
and grow and in what makes them die out and disappear. They obvi-
ously vary in size and also in period, the time it takes for one wave crest
to succeed another at a given point. Taking into account these differ-
ences and others, waves can be classified as follows:

Type 1: Wind waves (ripples, “ordinary” waves, and swells).
Type 2: Internal waves, below the surface of the water.
Type 3: Tsunamis, which are usually, but not always, caused by earth-
quakes.
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Type 4: Solitary waves, whose solitariness puts them in a class by themselves.
Type 5: The tides: to many people’s surprise, the rise and fall of a tide is a wave.
It could be called, but never is, a “tidal wave,” a term often used, incorrectly,
for a tsunami.
Type 6: Planetary waves: these are not up-and-down waves like all the others.
The term refers to the directional changes in a horizontal current that swings
alternately to left and right; that is, they resemble Rossby waves in the atmos-
pheric jet streams (see chapter 3).

We consider the first four of these wave types in the following sections,
paying particular attention to what causes them (gives  them their energy) and
how they are dissipated (lose their energy). Type 5, the tides, merit a chapter
to themselves (chapter 8). Type 6, planetary waves, are caused by ocean cur-
rents responding to the Coriolis effect; though they are technically “waves,”
they are not waves in the ordinary sense and contain no energy of their own.
They are not considered further.

Wind Waves: Ripples and “Seas”

Wind is the commonest cause of waves. Making and sustaining waves on
oceans and lakes is one of the ways winds dispose of their energy. It has been
truly said that wave energy is “wind energy that has been temporarily trapped
in the waves.”2

The first question to consider is, How do waves get started? How does the
wind exert pressure on calm water? Once the first small ripples have formed,
it is easy to see how continued wind pressure will enlarge them. It is not so
easy to see how a horizontal water surface is affected by a horizontal wind
blowing over it. Nowhere does the wind blow against the water: Why should
wind and water do anything more than slide past each other?

This is not a simple problem, and several solutions have been suggested.
According to one theory, an apparently smooth sea surface is always dimpled
by small variations in air pressure from place to place, and the dimples provide
tiny slopes for the wind to act on. A more recent theory proposes that ripples
are first caused by downdrafts of wind. The wind is never perfectly horizontal
everywhere, and downdrafts produce cat’s-paws, the dark patches of ruffled
water you see scattered here and there on a calm sea as soon as the air begins
to move.The ripples in the cat’s-paws provide the slopes that horizontal winds
can act on to build up sizable waves.

Ripples and waves don’t keep growing: there always comes a time when
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they disappear and a calm sea is restored. What causes the waves’ collapse
when the wind dies down and the energy maintaining them stops? Two forces
act to flatten an undulating  liquid surface: gravity and surface tension. Grav-
ity is by far the more important force, but surface tension alone is enough to
even out the smallest undulations. Indeed, this is the technical difference be-
tween ripples and waves. Ripples (this means ripples in a water surface, not
ripples in sand) are waves so small that surface tension suffices to flatten them.

It is impossible to specify precisely the maximum size of a ripple—equiva-
lently, the minimum size of a true wave—since it depends on the surface ten-
sion of the water, which depends in turn on the water’s salinity and tempera-
ture.The surface tension of salty water is greater than that of fresh water, and
the surface tension of cold water is greater than that of warm water. Ripples
usually have wavelengths (the crest-to-crest distance) of less than 2 cm; waves
usually have wavelengths of more than 10 cm. A wavelet of intermediate
wavelength may be either a ripple or a wave, depending on the surface tension.

Waves larger than ripples are too large for surface tension to flatten; instead,
the force of gravity levels the sea surface when the wind stops blowing; grav-
ity is described as the restoring force, and the waves are formally called grav-
ity waves. Gravity waves (and, a fortiori, ripples) are also leveled by a change
of wind:“A sudden reversal of the wind at sea literally knocks the waves flat.”3

(Note that this has nothing to do with the “gravity waves” of modern physics,
which are postulated periodic variations in the force of gravity.)

Ripples are of minor importance in the context of energy: their energy is
trivial, so in what follows we concentrate on waves. Once they are large
enough, waves interact with the wind; the feedback reinforces the waves and
makes them grow higher, at the same time increasing the rate at which energy
is transferred from the atmosphere to the ocean. So long as the wind contin-
ues to blow without abating, the waves grow higher and higher, though not,
obviously, without limit. If a wave becomes too steep for the incoming wind
energy to sustain it, its crest topples over and it becomes a whitecap.

The height to which waves can grow depends on three things: the wind
speed; the fetch, which is the distance the wind has blown across the ocean
without interruption; and the duration, which is the length of time the wind
has been blowing with no change of speed or direction. For example if a wind
of 5 m s−1 (the speed) blows over open sea for 20 km (the fetch), it will take 2.3
hours (the duration) for the waves to grow into a fully developed sea, after
which they grow no higher; their average height will be about 0.25 m, and
there will be a scattering of whitecaps.4 A wind of 15 m s−1, known as a mod-
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erate gale, with a fetch of 480 km, produces a fully developed sea in twenty-
two hours. The average height of the waves is about 1 m, most of them are
whitecaps, and streaks of foam, or spindrift, begin to blow from their crests.
Note that these examples give average wave heights; about one-tenth of the
waves will be twice as high or higher. In a fully developed sea resulting from
a strong wind, an appreciable fraction of the energy is dissipated by the break-
ing of the wave crests into whitecaps; then the viscous shearing (“friction”)
caused by turbulence in the whitecaps produces heat.

The profile of a fully developed sea, indeed of any “sea” in the sailor’s sense
of the word,meaning a rough sea, is markedly irregular, as figure 7.1 shows.The
waves vary tremendously in height, and their wavelengths also vary to some
extent, though not nearly so much as their heights.This irregularity makes the
physics of real waves much more difficult to investigate than that of the simple,
“pure” waves (sine waves) shown in figure 7.2. The waves that come closest to
sine waves in real life—often they are true sine waves—are swells.

Swell

Wind waves, which in large numbers make a “sea,” are found where the wind
is blowing. They advance in the direction of the wind and keep on moving.
Once they are out of the area where they were  generated, they “settle down”
(in a manner to be described below) and become swell. Figure 7.2a shows the
profile of a typical low swell; for comparison a pure sine wave is shown in fig-
ure 7.2b, which also shows the terminology used to describe it.

Another note on terminology: the word “wave,” by itself, sometimes in-
cludes both wind waves and swells; and when there is no risk of misunder-
standing it is used as an abbreviation for wind wave.

Swells typically have longer wavelengths and longer periods than wind
waves. Few wind waves have wavelengths greater than 130 m, whereas swells
are often several hundreds of meters long. Most wind waves have periods in
the range 0.2 to 10 s (ripples have periods of less than 0.2 s), whereas most
swells have periods in the range 10 to 30 s. These measurements don’t define
wind waves and swells, however; they are merely typical, and it is quite possi-
ble for a wind wave to be longer than 130 m or slower than 10 s and for a swell
to be shorter or faster. The defining difference between a wind wave and a
swell is origin. A “sea,” by definition, is the mass of wind waves in the area
where the wind generated them. A swell is the waves (or a single wave, the
same word for both) that has traveled outside the generating area.
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Before considering the way a “confused sea” (as sailors call it), with high,
irregular, foam-tipped waves, becomes converted into a smooth, gentle, regu-
lar swell, a digression is necessary on the physics of waves in general.

The first point to emphasize is that when waves travel across the sea, what
is traveling is the shape, or form, of the wave, not the water itself. This is ob-
vious if you watch an object—a log, say—floating on a choppy sea. Although
the waves travel steadily forward, the log does not travel with them; it stays
in more or less the same place, bobbing up and down as the crests and troughs

70 c h a p t e r  s e v e n

M

N 

 M

N

a b

Figure 7.3. Movement of the water in a deepwater wave. The wave is moving from left to

right. The two panels are from the same  viewpoint (note the identical background scenery).

(a) A floating log is on the crest of a wave traveling to the right. (b) Half a period later, the

wave has advanced half a wavelength to the right, and the log is in the trough; its orbit is the

large circle at the surface. The water molecules M and N, at depth, circle in their own smaller

orbits in synchrony with the log.



of the waves pass beneath it.5 Therefore the water is not flowing in the direc-
tion of the wind, and it obviously is not stationary: How, then, does it move?
The answer is shown in figure 7.3. If you could observe the movement of an
individual molecule of water, it  would be seen to move in circles, as the figure
shows. Note that a molecule at the surface—or a floating log—does not go
below the surface as it circles, any more than the foot of a person riding a bi-
cycle goes below the pedal: foot and pedal circle together, with the foot at-
tached to the top. In the same way, a water molecule in the sea surface, or a log
floating on the sea surface, acts as part of the surface and circles with it.

Water below the surface circles too, in time with the circling water above,
but the circles become smaller and smaller at increasing depths; at a depth
equal to one wavelength, the circle has a diameter less than one-five hun-
dredth of the diameter at the surface. The speed at which each molecule of
water circles is normally less than the speed at which the waveform travels; if
it becomes greater, the wave breaks.6

Now consider the energy of a wave. Notice first that it has potential energy
(PE) because the water is not flat; the PE would disappear if the water were to
become flat in response to the restoring force—gravity—acting on it, but so
long as it is not flat it has PE. It also has kinetic energy (KE) because of the cir-
cling motion of the water in the wave. The total energy of a wave is the sum
of its potential and kinetic energies. The PE and the KE of a single wave are
equal.As the trough of a wave rises, its KE is converted to PE; then, as the crest
sinks, its PE is converted into the KE of the water’s circling motion. The latter
is dissipated by viscous drag.The energy lost is made good by the wind so long
as it is still blowing. If the wind dies down, or if the waves travel out of the
windy area, they lose both energy and height and change their form, as de-
scribed in the next section.

The total energy in sea waves is given by the formula

energy = 1255.68 H2 joules per square meter (J m−2),

in which H represents the height of the waves in meters.7 The factor 1255.68
is 1/8 × 1,024 kg m−3 (the density of seawater) × 9.81 m s−2 (the acceleration
due to gravity).

The formula gives the energy in joules per square meter of sea surface. It
gives more meaningful results with swells than with waves; the waves in a
“sea” are very variable in height (see fig. 7.1) and very irregular in shape;
swells, on the other hand, are notably uniform in both height and shape, and
the shape is often close to a pure sine curve.
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Two examples: the energy in waves 1 m high is 1,255.68 J m−2. In waves
half as high (50 cm) the energy is only one-fourth as much, or 313.92 J m−2,
because it depends on the square of H.

It has been estimated that, at any instant, the energy in the surface waves
of the whole world ocean is 1018 J. When these waves break on shore they re-
lease heat—but not much. If all the heat were used to heat the water, with none
being lost, it would take 90,000 years to raise the temperature of the world
ocean by 1°C.The rate at which wave energy is converted to heat by the waves
breaking on all the world’s shorelines is believed to be about 2 × 1012 J s−1

(equivalently, 2 billion kilowatts).The rate at which the sun heats the oceans is
1,500 times as great.8

Most of the energy in wind waves and swells is dissipated when they break
on the shore. But a fraction is lost while they are still out in the deep ocean—
if it were not for this loss, the sea would never be calm.

How Waves Die Down

As noted already, the waves in a big “sea” lose much of their energy because
of the viscous drag in the turbulent water. What becomes of the remainder?
Unsurprisingly, it is also lost because of viscous drag in all the rest of the con-
stantly moving water. What is surprising is the slowness of the loss. The en-
ergy captured from a windstorm and carried away from it in smooth swells
lasts a long time.

The way waves turn to swells and then fade away is not as simple as it
seems.Any train of waves, however jagged its shape, can be analyzed into the
sum of a number (usually an infinitely large number) of different component
waves, each of them a sine wave like that in figure 7.2b. The component sine
waves differ from one another in period, in amplitude, or in position relative
to the others—usually in two or all three of these attributes. Figure 7.4 shows
a train of waves made up of only three sine waves, as an example (an unnatu-
rally simplified example, to make the figure clear).The heavy line in the upper
panel shows the form of the waves to be analyzed.9 The three sine waves in
the lower panel are its component waves.

If the original waves leaving a windy area were to match those shown in
the upper panel, their component waves would slowly become separated, as
shown in figure 7.5a.The example, as explained, is artificial; in real life the pat-
tern is like that in figure 7.5b: waves of many wavelengths are present, sorted
by wavelength with the longest, highest waves in the lead. The sorting hap-
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pens because long waves—those with long period and long wavelength—
travel faster than short waves.10

The sorting process is known as wave dispersion. The waves lose energy,
and consequently height, because of internal viscous shearing, and the loss
happens much faster in short waves than in long; as a result, the waves in the
rear shrink faster than those in the vanguard and fade away sooner, leaving
the long-wavelength waves as temporary survivors. In theory, a wave with a
period of four seconds would have to travel the enormous distance of 23,000
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km before losing half its height, and the journey would take 1,000 hours
(nearly forty-two days).11 Contrast this with the fate of a wave with a period
of one second, which would lose half its height after traveling a mere 12 km, a
trip taking 4.3 hours. These numbers illustrate the durability of long waves.
Storm waves generated in Antarctica have been observed to travel all the way
to the shores of the Alaska panhandle 10,000 km away, arriving as low swells.

Because loss of energy is so exceedingly slow in long swells, the longest
ones keep going almost indefinitely; they continue to travel while their height
dwindles to a centimeter or two; at this stage their slopes are too gentle for the
wind to affect them, and contrary winds cannot stop them. It seems likely that
big swells never have enough time or distance to die away entirely. Their end
comes when they break on a distant shore.

At the Beach

The energy in wind waves and swells is ultimately dissipated when they reach
a shore. If they encounter a gently sloping beach, rising at an angle of 10° or
less, practically all their energy is spent immediately: the waves break.A wave
slows down on moving into shallow water, and its energy is temporarily con-
served because it gains height—it rears up. This dooms the wave, however: in
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rearing up, it becomes so steep that its crest topples forward—it becomes a
breaker. This is because the waveform’s forward speed has become less than
that of the water circling within it. This happens when the wave has grown to
a height equal to about one-seventh of its wavelength.12

If the slope of the beach is gentle enough, the waves breaking on it lose all
their energy. The loss takes place in several ways: some of the energy is con-
verted to turbulence, which abruptly speeds up viscous drag and hence the con-
version of energy to entropy; some energy drags beach material—sand and
shingle—up the beach and down again; some energizes longshore currents that
drag beach material along the shore (see chapter 9); the last of the energy is dis-
sipated as noise—the crash of breakers and the roar of rolling, sliding shingle.
The final dissipation of the energy in a big wave is noisy and spectacular.

The course of events just described is not the only possibility. If waves reach
a steep shoreline, they are partly or wholly reflected back to sea, where they
interact with incoming waves to produce confused choppiness. Confused chop-
piness—a  “sloppy sea”—is a sign that viscous shearing is proceeding vigor-
ously and wave energy is rapidly being dissipated. Thus, one way or another,
wave energy inevitably stops at the beach.

Internal Waves

The waves we have considered so far have all been surface waves; the move-
ment of the water dies away a short distance below the surface, becoming neg-
ligible about one wavelength down. But that is not to say there is no wave ac-
tion at greater depths: on the contrary, there are often big internal waves
under the surface; they are invisible, as waves, from above. They can be de-
tected, however, if they are not too deep and you know what to look for, be-
cause they produce surface slicks.

A slick is a band of smooth water forming a lane across a gently ruffled sea.
Several widely spaced slicks can often be seen, all somewhat curved and more
or less parallel.They appear because currents flow from the surface downward
into the troughs of the internal waves from either side (fig 7.6). If there is an
oily surface film produced by ships and boats, or naturally by living organisms
in the water, the film thickens where the currents converge. The thickened oil
film makes the water appear glassy—hence the slicks, which show best when
the water between them is slightly ruffled. Slicks are a common part of the
scenery for ocean watchers, scenery made more interesting if you visualize the
unseen internal waves below.
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Internal waves form most readily in the shallow waters over coastal
shelves.13 They develop where rising and falling tides are channeled by
seafloor valleys, becoming concentrated into currents. Where these cur-
rents—they could be described as seafloor rivers and streams—flow over
topographic irregularities, they develop waves, just as a river on land does
when it flows over shallow rocks.Among the causes of internal waves far out
to sea are moving low-pressure systems that produce the inverted barome-
ter effect  (see chapter 6); quickly repeated changes in wind stress also cause
them.

Internal waves are undulations in an internal surface in the sea, just as sur-
face waves are undulations in the “ordinary” surface. The internal surface is
the layer known as the pycnocline (see chapter 6), in which the density of the
water increases relatively suddenly as you descend from the surface, either be-
cause of cooling or because of increased salinity. The more sudden the density
change, the more sharply defined the internal surface is, though it is never in-
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finitesimally thin, as the air-sea surface is. When the density change is com-
paratively gradual, the layer in which it takes place hardly merits the name
surface; in any case, internal waves can develop whether the density change is
abrupt or gradual.

In what follows, we assume the internal surface is well defined. The differ-
ence in density between the waters above and below it are orders of magnitude
less than the difference in density across an air-sea interface: this is what ac-
counts for the striking dissimilarity between internal and surface waves. Com-
pared with surface waves, internal waves are much higher, have much longer
periods, and move much more slowly. These characteristics are most pro-
nounced in the deep ocean, where the density contrasts are even less than they
are close to the shore. Internal waves 200 m and more high, with periods of
several hours, have been recorded in the open ocean.

An internal wave has much less energy than a surface wave of equal height
because the difference in density is so slight.The energy in a surface wave 1 m
high is, as we saw earlier, 1,256 J m−2; the energy in a 1 m high internal wave
in the open ocean is less than 4 J m−2.The internal wave would have to be 18 m
high to have the same energy as the 1 m surface wave.

Internal waves dissipate their energy more quickly than surface waves do
and cannot travel nearly as far before dying away. They break when they run
up a sloped seafloor in the same way that surface waves break when they run
up a sloping beach; internal  waves even produce “internal surf.”14 And al-
though the energy in underwater breakers is slight compared with the energy
in subaerial breakers, it does biologically useful work nevertheless; it is the en-
ergy that, by causing turbulent mixing, prevents the water close to the
seafloor from stagnating.15

Tsunamis

A tsunami is a group of enormous waves set in motion by a sudden distur-
bance on the seafloor. The disturbance is usually an earthquake, but other
causes are possible, such as a submarine landslide, a slumping of the seafloor,
or a submarine volcano. Probably tsunamis are often caused by an earth-
quake plus a submarine landslide triggered by it. A meteorite falling into the
ocean can cause a tsunami, as can a vast rockfall from cliffs bordering the sea;
these last two causes do not, of course, originate on the seafloor, so perhaps
a tsunami could be more exactly defined—though it never is—as a group of
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enormous waves caused by a sudden, unpredictable, short-lived natural
calamity.

It is also necessary to say what a tsunami is not. It is not a tidal wave;
tsunamis have nothing whatever to do with the tides. The misuse of the term
“tidal wave” to mean a tsunami may have arisen because a tsunami wave
sometimes looks like an unusually high tide that has risen exceptionally fast
at an unexpected time; primitive people seeing a tsunami for the first time
would have been puzzled and may have misidentified the cause.

The most noteworthy facts about tsunamis are, first, that they are nearly
always caused by earthquakes and therefore derive their energy from the
earth’s internal energy, and second, their awe-inspiring size when they reach
shore. Presumably little tsunamis, triggered by small earthquakes or land-
slides, are common, but they go undetected because they are masked by the
sea’s continual movement. A tsunami has to be big to be recognized; a group
of waves caused by an earthquake weaker than about 6.5 on the Richter scale
could go unnoticed. Big tsunamis are the product of  truly energetic earth-
quakes: it has been conjectured that only 1 percent of a submarine earth-
quake’s energy becomes converted to wave energy.16

Although the waves of a typical tsunami are “big,” this does not mean they
are high before they reach shore; out in the open ocean far from land they are
seldom more than a meter high, and they attract no attention from the pas-
sengers and crew of a ship whose path they cross. In the open ocean their big-
ness consists in their exceedingly long wavelengths and periods compared
with those of swells. Tsunamis have wavelengths of hundreds, sometimes
thousands, of kilometers and periods several hours long; their energy is there-
fore thinly spread until they reach shore; but when they do come ashore, they
are brought to an abrupt stop from a speed that may exceed 900 km/h: the col-
lision turns an unremarkable wave into a killer.

About two-thirds of all tsunamis happen in the Pacific Ocean, because
earthquakes are so numerous in the “ring of fire” around the Pacific. The
earthquakes most often responsible are those caused by tectonic plates grind-
ing against each other, as one plate is subducted under another (see chapter
15).Tsunamis often travel huge distances; for example, the tsunami generated
by the 1960 earthquake off the coast of Chile traveled across the whole width
of the Pacific to Japan; the distance was 17,000 km, the time taken twenty-two
hours, and the average speed 773 km/h.17

In spite of crossing the Pacific, this tsunami, like all tsunamis, was techni-
cally speaking a shallow-water wave. The term applies to any wave having a
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wavelength greater than twenty times the depth of the water. The average
depth of the ocean is less than 4 km, and the wavelengths of tsunamis are al-
ways hundreds of kilometers, which means they all rank as shallow-water
waves. The defining characteristic of a shallow-water wave is that its speed is
governed by the depth of the water. The wave is said to “feel the bottom,” and
it experiences appreciable drag all along its path.The speed of a shallow-water
wave is given by the formula

C = √(gd) m s−1 or, equivalently, 3.6 × √(gd) km/h;

here C is the wave’s speed, d is the depth of the water in meters, and g is 9.81
m s−2, the acceleration caused by gravity. A tsunami traveling through water
500 m deep, for example, will have a speed of about 3.6 × √(9.81 × 500) km/h
= 252 km/h.

The waves of a tsunami change their speed as they travel, slowing down
where the water becomes shallower and speeding up if it deepens again; the
separate waves of a single tsunami don’t maintain the same speed: each goes at
the speed appropriate to the depth of the water below it, which is continually
changing as the wave travels over the surface above an uneven ocean bottom.

Tsunamis dissipate energy while they travel, but in a somewhat different
way than swells do. Two of the differences are noteworthy.

First, because of their enormous wavelengths, tsunamis experience the
drag of the seafloor wherever they are, whereas swells feel the bottom only
when they are comparatively close to shore. Figure 7.7 shows why this is so;
it illustrates how the water moves within a shallow-water wave and should
be compared with figure 7.3, which shows a deepwater wave. In the deepwa-
ter wave, the circular orbits of individual molecules of water shrink to noth-
ing at some distance above the seafloor. By contrast, in a shallow-water wave
the water moves in elliptical orbits that get progressively flatter the greater
the depth, with the water at the bottom simply moving back and forth. The
back-and-forth swishing drags constantly on the seafloor, dissipating the
wave’s energy.

The second difference in the way tsunamis and swells dissipate their en-
ergy is this. Tsunamis are generated by the jolt of an earthquake at a single
spot on the ocean floor, and the resultant waves spread out in expanding cir-
cles; apart from the difference in scale, they resemble the rings of waves
spreading outward when a rock is dropped in a pond. This means that the en-
ergy is spread along the circumference of an ever expanding circle; the total
amount of energy is unaltered, but it becomes more and more thinly spread.18

79t h e  e n e r g y  o f  o c e a n  w a v e s



By contrast, swells spread much less (fig. 7.8). As they  leave the storm area
where their parent wind waves were generated, they all advance parallel with
the wind; once they are beyond the wind, they diverge to some extent, but
rarely more than 45° to left and right of their original direction.19

In spite of spreading and “friction” with the bottom, powerful tsunamis
often wreak enormous damage when they reach the land. Huge waves surge
up the shore with tremendous force and inundate low-lying coastland; indi-
vidual waves come at intervals that are sometimes an hour long. The higher
the tide at the time each wave arrives, the farther inland it can go, destroying
much that lies in its path. The tsunami in Chile in 1960 destroyed villages
along an 800 km stretch of coastline before traveling to Japan, where it was
still able to do much damage. The 1964 tsunami originating near Anchorage,
Alaska, killed 107 people there before traveling outward over the Pacific and
southward along the North American coastline; it killed 61 people in Hawaii
and 12 in Crescent City, California.
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Not all killer tsunamis come from afar. If an earthquake, even a compara-
tively minor one, shakes the seafloor where thick accumulations of sediment
are poised ready to slump down the continental slope (the steep submarine
slope between the continental shelf and the deep sea), the disturbance is likely
to cause a disastrous tsunami on the nearby coast. Probable examples caused
in this way are a 1992 tsunami on the shores of Nicaragua that killed 170 peo-
ple; a 1993 tsunami on the shore of Okushiri Island, Japan, that killed more
than 200; and the catastrophic tsunami that struck Papua New Guinea in 1998,
sweeping away several villages and killing more than 2,500.

Solitary Waves

The waves we have considered so far have all been periodic, that is, repetitive,
in the sense that one wave follows another, on and on and on, theoretically ad
infinitum. Solitary waves, by contrast, occur singly, as their name implies. If
that were all, there would  be little more to say. But it is not all.A solitary wave
is so unlike a periodic wave that it seems inappropriate to call it a “wave.” In-
deed, because of their extraordinary behavior, another name has been devised:
they are now sometimes called solitons, a name used most often for solitary
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electromagnetic waves (see chapter 18). Before describing their weird behav-
ior, it is worth giving an outline of their discovery.

The first person known to have seen and described a solitary wave was the
Scottish naval architect John Scott Russell.20 He described what he saw to a
meeting of the British Association for the Advancement of Science in 1844. He
had been watching a horse-drawn boat being towed along a narrow canal
when “the boat suddenly stopped—not so the mass of water in the channel
which it had put in motion; it accumulated round the prow of the vessel in a
state of violent agitation, then suddenly leaving it behind, rolled forward with
great velocity, assuming the form of a large solitary elevation, a rounded,
smooth and well-defined heap of water, which continued its course along the
channel apparently without change of form or diminution of speed.” Russell
goes on to say that he followed the wave on horseback as it traveled at eight or
nine miles an hour. In form it was “some thirty feet long and a foot to a foot
and a half in height. Its height gradually diminished, and after a chase of one
or two miles I lost it in the windings of the channel.”

This first reported example of a soliton was in a channel. Solitary waves
have more recently been discovered in the open ocean, specifically in the An-
daman Sea near Thailand.21 They also occur, invisibly, in the atmosphere.22

Their salient characteristic is that, unlike periodic waves, they do not disperse.
Rather than changing into a dwindling series of smaller waves as each mem-
ber of a group of periodic waves does (see fig. 7.5), a solitary wave, once started,
becomes more and more distinct—steeper and higher. It proceeds in solitary
state at undiminished speed.

The energy in solitary waves is considerable.The solitary waves in the An-
daman Sea (which were solitary internal waves) were  strong enough to push
an oil rig nearly 30 m and spin it through a right angle; solitary waves in the
atmosphere have been found to cause a rise in air pressure, gusty winds, and
rain. These are occasions when solitary waves are seen to dissipate energy by
doing work, in the scientific sense. Their energy is also dissipated, slowly but
inevitably, by viscous shearing and conversion to entropy. If it were not for
viscous shearing, they would remain unchanged forever, because, as already
noted, they do not disperse.

This amounts to saying that the laws of physics describing ordinary peri-
odic waves do not apply to solitary waves. The two kinds of waves differ fun-
damentally: solitary waves have their own physical laws, and unraveling them
is now a fast-growing branch of science.23
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8 THE E N E R G Y  O F  T H E  T I D E S

Tides as Waves

The movements of the ocean are traditionally classified into
currents, waves, and tides. In one sense, however, tides are
waves, albeit of a special kind. Unlike wind waves and swells,
which are caused by the wind, and tsunamis, which are caused
by earthquakes and similar disturbances, tides are caused by the
gravitational pull of the moon and sun. They are waves never-
theless; to distinguish them from other waves, we shall call
them tide waves.

A tide wave, as we noted in chapter 7, should not be con-
fused with a “tidal wave”; the latter is a misnomer for a
tsunami. Tide waves have some very special properties. They
are controlled predominantly by the moon—the effect of the
sun is only half as great—and because of this their period is
equal to one-half a lunar day on average, or twelve hours and
twenty-five minutes (a lunar day, twenty-four hours and fifty
minutes, is the time it takes for the earth to rotate so that the
moon makes one complete circuit, from a given compass direc-
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tion on one day to the same compass direction on the following day). Because
the lunar day is fifty minutes longer than the twenty-four-hour solar day, the
tides come roughly fifty minutes later by the clock on each succeeding day.
The wavelength of a tide wave is about 22,000 km, which is half the earth’s cir-
cumference at the equator.

The reason these figures are not exact is that the tides are affected by the sun
as well as by the moon, and the relative positions of sun and moon are always
changing.Moreover, a tide wave is a shallow-water wave because its wavelength
is so great relative to the depth of the ocean that its speed varies from place to
place as it travels. It slows down if the water becomes shallow and speeds up
again where it deepens. Because of this, high tide comes late wherever a shallow
continental shelf extends a long way  to seaward of the shoreline.

The range of the tide (the difference in water level between high and low
tide) also varies from place to place. The range depends on the shape of the
shoreline and the pattern of the depth contours: it is often especially great in
deep, narrow inlets where an entering tide wave piles up and has nowhere to
spread out.

Normally there are two high tides and two low tides per lunar day; that is,
the tides are semidiurnal. The highs are not equally high, nor are the lows
equally low.The relative heights vary from tide to tide and from day to day, de-
pending on the distances of the moon and the sun to the north and to the south
of the equator, which vary from day to day all through the year. As shore
dwellers know well, at most places the sequence of tides in a lunar day is higher
high, higher low, lower high, and lower low. But in a few places, for a few days
in each lunar month, the tides are diurnal, with only one high tide and one low
tide per lunar day.This is most surprising when you consider how the tides are
caused, as we do in the next section. Diurnal tides happen when the low tide be-
tween two high tides is itself so high that the high tides before and after it seem
to be one long, uninterrupted high tide; likewise, two succeeding low tides seem
to be one long low tide. Two further complications deserve mention.

First, there are internal tide waves, in other words, internal tides. These are
tides affecting an internal surface in the sea, the surface whose undulations are
the internal waves described in chapter 7.

Second, there are tide currents or tide streams.1 These are the currents that
flow back and forth as the tide rises and falls. Along a coastline with numer-
ous offshore islands separated by winding channels, tide currents are forced to
follow correspondingly winding courses. At each turn of the tide, the current
reverses direction; its speed is greatest at midtide.The unique characteristic of
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tide currents is that, in contrast with all other currents, the speed of flow is the
same through the whole depth of the water, from the surface right down to the
level, close  to the bottom, where drag slows it.2 In the deep ocean, the tide cur-
rent is slow: the water shifts about 1 km during each half-period (of 6 h, 12.5
min) so the average speed is only 160 meters an hour. In shallow inshore wa-
ters, a tide current flows much farther between each reversal of direction, at
speeds that may exceed 1 km/h.

The movement of the water molecules within a tide wave is an exaggerated
form of the movement shown in figure 7.7 for a shallow-water swell. The
wavelength of the tide wave is more than five thousand times the water’s
depth; consequently the elliptical paths of the molecules are so flattened as to
be indistinguishable from horizontal straight lines; figure 7.7 can be modified
to represent the tide wave by replacing the stack of ellipses with a stack of dou-
ble-headed horizontal arrows all of the same length.

If you live near a gently sloping ocean beach, you can watch these currents
any time the water is glassy calm: what you see is the water creeping slowly
landward up the beach as the tide rises and then down the beach as it falls, back
and forth twice a day, endlessly.

That each tide is a “wave” and causes “currents” should not obscure the fact
that tide waves and tide currents are utterly different from other waves and
currents, because their causes are extraterrestrial.The causes and consequences
of the tides are always in step over the whole world; in contrast, the causes and
consequences of all other ocean movements are always regional or local.

The Energy That Drives the Tides

It is often said (for example, in the preceding section) that the tides are caused
by the gravitational pull of the moon and the sun on the oceans. This is true,
but it is so oversimplified as to disguise what’s really happening.

Disregard the sun for the moment—it is much less important than the
moon in the context of tides—and visualize the earth-moon  system. The
earth has a mass of 6 × 1024 kg (or more impressively, 6 billion trillion metric
tons), eighty-one times that of the moon (which, at more than 70 billion bil-
lion metric tons, isn’t negligible).The two bodies are about 384,400 km apart.3

Each exerts a gravitational pull on the other, so why don’t they fall in on each
other and become one?

The answer is that the system is rotating, like a barbell with very unequal
weights, around an axis through its center of gravity (CG). Figure 8.1 illus-
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trates the resemblance except that it shows both CGs located somewhere be-
tween the two masses—weights in the case of the barbell, heavenly bodies in
the case of the earth-moon system. In reality, because the mass of the earth is
so much greater than that of the moon, their CG is inside the earth; it is below
the ground, about one-fourth of the way from the surface to the center. In the
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figure, the CG has been placed in the space between the two bodies merely for
clarity and to emphasize that the moon’s orbit is centered not on the earth’s
center, but rather on the CG of the earth-moon system. That it is inside the
earth makes no difference to the dynamics.

Because the whole system is spinning, at the rather stately speed of one
revolution each 27.32 days, the two bodies are kept apart by centrifugal force.4

The distance between them and the speed of rotation of the system are in
equilibrium: that is, the gravitational attraction tending to make the bodies fall
together exactly balances the centrifugal force tending to drive them apart.
Which raises the next question: Why is the system spinning?

Think of a child’s top. If you put it on the floor, it just lies there; it will spin
only if you give it a sharp twist to impart rotational energy to it. Likewise with
the earth-moon system; it has rotational energy. Where does the rotational
energy come from? Undoubtedly it is part of the original rotational energy of
the solar nebula—a vast rotating cloud of dust and gas—that was the precur-
sor of the solar system.5 As the primordial dust gradually accreted into solid
bodies and groups of bodies, they  retained their rotational energy, and much
of it (not all, as we shall see) persists. In a nutshell, the energy that drives the
tides is a fragment of the rotational energy of the infant solar system, surviv-
ing in the rotation of the earth-moon system.

Figure 8.1 also shows what happens to the ocean; note that for the present
we are still disregarding the presence of the sun, and also of the continents,
which cover less than 30 percent of the earth’s surface. Because the earth-
moon system spins, the shell of ocean water encasing the earth is deformed:
its surface takes on the shape of a football, with one end pointing toward the
moon, the other end away from it. In the figure the football’s length is greatly
exaggerated, for clarity; the difference in depth between the deepest water and
the shallowest is really only a meter or two. The deformation arises because
the moon’s gravitational pull raises the water nearest it up into a bulge, while
at the same time the water on the side farthest from the moon, and therefore
on the outside of the rotating system, bulges because of centrifugal force.

More precisely, gravity acts to pull both earth and ocean toward the moon,
while centrifugal force drives both earth and ocean away from the moon. The
effects balance: on the side of the earth nearest the moon, the moon’s gravita-
tional pull exceeds the centrifugal push, and vice versa on the side farthest
from the moon; hence the symmetry of the football.

Now recall that the earth rotates on its axis, relative to the moon, once per
lunar day of 24 h, 50 min.As it does so, every point on the surface passes, suc-
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cessively, first under an ocean bulge, then under a shallow part, then another
bulge, and then another shallow part of the “football.” This represents the fa-
miliar sequence of high tide, low tide, high tide, low tide.

Next we consider two details that complicate this simple picture. The first
detail is the sun. In the mathematical theory of the tides the sun’s effect is ex-
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ceedingly complex, but all we need to know here is that the sun reinforces the
effect of the moon when earth, sun, and moon are all aligned (as they are at
new moon and  full moon) and partly negates its effect when the sun’s gravi-
tational pull is at right angles to the moon’s (as it is when the moon is in its
first and third quarters). Figure 8.2 shows what happens. In each month, the
tide range reaches a maximum around the time of new moon and full moon,
giving spring tides; tide range is at a minimum around the times of first quar-
ter and third quarter, giving neap tides.

The second complication is illustrated in figure 8.3. It is crucial from the en-
ergy point of view.The figure shows, more precisely than was possible in small-
scale diagrams, the orientation of the football-shaped shell of ocean encasing the
earth. Notice that its long axis is not along the line joining earth and moon; it is
deflected through a small angle.This is because the crests of the two tide waves
(the bulges at the ends of the football) cannot keep up with the moon: they lag
behind, held back by drag between the water and the ocean floor. The delay at
any observing station on the coast depends on the depth of the water offshore
and on the topography of the bottom. If the water is deep and the bottom flat,
the lag will be short, but if the water is shallow and the bottom hilly—perhaps
with islands breaking the surface—the lag may be several hours.The lag shows
that drag is operating and, consequently, that energy is being dissipated.

The Dissipation of Tidal  Energy

The energy of the tides is dissipated by the drag of water on the ocean floor
and along the shorelines of the world; the drag is especially strong in shallow
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seas overlying continental shelves. As always, drag produces heat, increasing
the entropy of the oceans. The rate at which heat is produced is believed to be
about 2.5 × 1012 W—think of the energy from 25 billion 100 watt lightbulbs.6

Drag also causes the earth to lose rotational energy, a loss  that is going on
all the time. The drag of the tides slows the rotation of earth so that, impercep-
tibly, the days become longer and longer.Here we are considering the rotational
energy not of the earth-moon system as a whole, but of the earth as a single
body, spinning on its axis once every twenty-four hours relative to the sun.

Now for some numbers. What is the rotational energy of the earth (also
called, more briefly, the spin energy), and how is it computed?

Recall (see chapter 3) that any object moving in a straight line has kinetic
energy, KE. Further, if the mass of the object is M kg and it is moving with ve-
locity v meters per second, then we can compute its KE from the formula KE
= 1⁄2 Mv2 J. Likewise, a spinning object, such as the earth rotating on its axis,
has energy by virtue of its spin, but a different formula is required to measure
it, a formula using the object’s moment of inertia, I, and its angular velocity,
w. The formula is spin energy = 1⁄2 Iw2 J; it is of the same form as the formula
for KE, so that if we know the relevant values of I and w, the spin energy is
easy to compute. Before doing so, however, it is necessary to explain moment
of inertia and angular velocity.

First, moment of inertia, I: in the same way that a nonrotating body’s mass
is a measure of its resistance to being “pushed” (accelerated or decelerated) in
a straight line, a rotating body’s moment of inertia is a measure of its resistance
to having its rate of spin altered (either increased or decreased). The moment
of inertia depends on the mass and also on the shape of the body and the loca-
tion of its spin axis. For example, imagine two gates of the same weight, one
wide and one narrow; it is obvious from experience that the wide gate will be
harder than the narrow gate to swing on its hinges. This is equivalent to say-
ing that it has a greater moment of inertia. Similarly, imagine two flywheels
of the same weight, one made of aluminum and the other of lead, and suppose
they are spinning at the same speed; it will take more effort to slow the alu-
minum wheel than the lead one, because  its diameter is greater, and therefore
its moment of inertia is greater.Without going into details on how the moment
of inertia of a body is computed, it suffices to say that the earth’s is7

I = 8.04 × 1037 kg m2.

Next consider angular velocity, w: this is the rate at which a body spins,
measuring the angle in radians (1 radian = 57.3°). For the earth,
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w = 1 rotation per 24 hours = 7.27 × 10−5 radians per second.

Then, for the spin energy of the earth, we have

1⁄2 Iw2 = 2.125 × 1029 J.

This is the spin energy at the present time. It is being gradually lost because
of the braking effect of the tides, which slows the earth’s rotation.The days are
lengthening at the rate of 0.0024 seconds per century.8 If the rate continues,
the day will be ten minutes longer than at present 25 million years hence, 20
minutes longer 50 million years hence, and so on.

This “lost “ rotational energy is not truly lost, nor is it converted into en-
tropy. On the contrary, it is conserved: as the earth slows down, energy is
transferred outside the earth to the earth-moon system as a whole. The rota-
tion rate of the system increases, causing the distance between earth and moon
to increase too. In brief, the rotational energy that originally belonged to the
earth alone is gradually being shared with the earth-moon system.

Other Tides

Tides affect the atmosphere and also the “solid” earth itself. As you would ex-
pect, the atmosphere is as strongly affected as the ocean by tidal forces, and at
first thought it is surprising that atmospheric tides should be so elusive—no-
body notices them. The atmosphere does indeed respond to tidal forces as it
should, but the effect is almost completely masked by volume changes result-
ing from the diurnal heating and cooling of the atmosphere by the sun. As a
result, the atmospheric tides are imperceptible without sensitive instruments.
Their contribution to the earth’s energy balance is negligible compared with
that of ocean tides.

The great contrast between the atmosphere and the oceans in the promi-
nence of their tides arises chiefly because air is compressible and water (al-
most) incompressible. Water’s expansion and contraction in response to tem-
perature changes are much too slight to mask the tides.

The solid earth is slightly affected by tidal forces too, because it is not rigid.
The shape of the earth is deformed in the same way that the ocean is de-
formed, but only to a minuscule extent: the crustal bulges facing toward and
away from the moon are less than a meter high on either side of the earth, a
sphere 12,750 km in diameter.
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9 HOW S U R F A C E  E N E R G Y
S H A P E S  T H E  L A N D

Sources of  the Energy

Land surfaces everywhere are nearly always uneven or hilly to
some extent, even where there are no mountains; expanses of
truly flat land, such as dry lake beds, are always surrounded by
higher ground.Wherever you look, the land has relief or “non-
flatness.”

This statement is so obvious that it goes without saying, and
like many other such statements, it deserves more attention
than it usually gets. Why is it true, and what are its implica-
tions? Put briefly, the answer to the first question is that land is
raised into hills, ridges, mountains, and volcanoes by the earth’s
internal energy (as described later, in chapter 15). The raised
surfaces are simultaneously worn down by wasting and ero-
sion, which sometimes smooths the relief and sometimes—as
when rivers erode deep valleys, for instance—exaggerates it.
The energy of these external agents is the topic of this chapter.

Now for the implications of the fact that the land isn’t level
everywhere. Energy from the earth’s interior, in deforming the



earth’s surface and lifting up mountains, imparts to it potential energy—
specifically, gravitational PE (see chapter 2). Recall that gravitational PE is al-
ways relative to some chosen base level, usually sea level.This means that any
chunk of rock or soil above sea level will move downward if something hap-
pens to dislodge it. If it cannot do so now because it is already at the bottom of
a valley or hollow, it may be able to in the future when the object’s surround-
ings have been eroded away, leaving it “poised” for a fall. In the few places on
earth where the surface is at present below sea level, for example, the valley of
the Dead Sea and Death Valley in California, the surrounding slopes have PE
relative to the respective valley bottoms.

We now ask how the potential energy of the land is liberated. Or, which
comes to the same thing, how the earth’s crustal material shifts from higher
to lower elevations. Two processes are involved: mass wasting and erosion.

Mass wasting is a general term that includes landslides, rockfalls, earth
flows, earth slumps, debris flows, mudflows, and soil creep.1 The downhill
movement of snowbanks and sloping snowfields in mountainous country is
another, often disregarded, form of mass wasting: everything from sudden av-
alanches to the slumping of crusted snow to the slow downhill dribbling of
“crumbs” of snow is included here. By definition, mass wasting is the down-
ward movement of material caused solely by the pull of gravity.

Erosion, the other process that shifts earth materials from high elevations to
low, is transport by flowing water, wind, or glaciers. The need for a medium of
transport distinguishes erosion from mass wasting.The two processes resemble
each other,however, in that both act on separated chunks of material, sometimes
big blocks of rock in the case of mass wasting, more often tiny particles of sand,
silt, and clay—”grains” rather than “chunks”—in the case of erosion.

This raises the problem of what breaks rocks from the earth’s solid bedrock
in the first place and then fractures the detached blocks into smaller and
smaller particles. The process is called weathering.

Weathering

Weathering is the disintegration of surface rock. Wherever bare rock is ex-
posed at the surface, it is always cracked or broken to some extent, sometimes
into giant blocks, sometimes into an expanse of sharp-edged rock fragments,
sometimes into a layer of crumbs or flakes. The inorganic ingredients of the
soil, everything from coarse sand to minute clay particles, are ultimately de-
rived from bedrock by various weathering processes.
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Before we go into the details of how rocks disintegrate, it is worth asking
what holds them together in the first place.A more  inclusive question is,Why
doesn’t any solid object, be it a rock or a teacup, fall to pieces spontaneously?
The object must consist of a collection of atoms and molecules, so why don’t
the atoms and molecules simply lie there like a pile of dust? What holds them
together in definite, recognizable shapes?

These questions are the subject matter of solid-state physics; as with all
branches of science, the more you know, the more aware you become that un-
limited fields of discovery lie ahead. All we need say here is that what makes
solid objects solid is chemical bonds (about which more in chapter 10) and that
breaking anything solid, rocks included, entails the rupture of chemical bonds,
a process that consumes energy.

Now, briefly, for the details. Rocks disintegrate in two ways: by mechanical
weathering and by chemical weathering. In spite of the names, both kinds of
weathering entail the breaking of chemical bonds, but only chemical weather-
ing involves chemical reactions in the ordinary sense.

Mechanical weathering at the surface acts on rocks already cracked while
they were deep underground. Igneous rocks form when magma (the hot,
molten rock at depth) cools and solidifies; the magma shrinks as it crystallizes,
and the shrinking produces fissures. Sedimentary rocks, formed when loose
sediments become cemented, are also apt to crack; tremendous pressures de-
velop when tectonic plates move against each other, forcing sedimentary strata
to bend and fold. This sets up tensions that cause intermolecular chemical
bonds to break and fine fissures to develop on the outer sides of the folds.2

Then erosion removes the tremendous weight of material lying on top of
the rocks; although they have cracked while deep underground, the fissures
have been kept tightly closed by the pressure of the surrounding material. Re-
moval of the overlying sediments allows the rocks to expand: molecular bonds
that had been compressed and shortened now lengthen, and they snap if they
are stretched too far.3 Some of the fissures enlarge into clean breaks. The
whole process is called unloading. Once the fissured rocks are  exposed to the
air, true mechanical weathering can begin (fig. 9.1).

It happens in a variety of ways, one of which is thermal cracking. When
rocks are heated by the sun on a sunny day they expand; then as they cool by
radiating heat into a clear sky at night, they contract. The alternate expansion
and contraction cause further fracturing.

In cold climates, thermal cracking is augmented by frost cracking: water
penetrates exposed fissures and freezes when the temperature falls below the
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freezing point. Water in pores in the walls of the fissures also freezes, as does
water in pores deeper in the rock, which migrates to the newly formed ice and
freezes onto it.The result is an increase in the volume of water trapped in a fis-
sure and freezing there. It expands as it freezes until it cracks the rock.4 Water
expands on freezing because the geometrically arranged water molecules in
ice crystals occupy more space than they did while the water was liquid.5

Let’s consider the energy exchanges in frost cracking.As the water filling a
fissure cools, it loses some of its thermal energy by radiation. But not all: the
rest is stored as chemical potential energy in the molecular bonds in the ice
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Figure 9.1. How mechanical weathering starts. (a) Magma from the depths has welled

up to form a dome of igneous rock below sedimentary strata; fine cracks have formed

as the magma crystall ized. (b) Mill ions of years later. Most of the sedimentary strata

have been eroded away; relieved of pressure, the cracks have  widened, especially

those in the outcrop with no load on them. Frost cracking widens them further.



crystals. This PE is “spent” in stretching and finally rupturing the chemical
bonds of the rock. It’s worth repeating that when a solid object breaks, what
breaks are the chemical bonds holding it together; that’s what breaking is.6

Not all mechanical weathering begins with the cracking of bedrock, how-
ever. Rocks sometimes grind together with enough force to pulverize each
other, yielding fine-grained rock flour. The “rock milling” happens when boul-
ders embedded in the base of a glacier grind against the rocks below. Rock are
also crushed and pulverized along geological fault planes.

Now for chemical weathering: it is the disintegration of rock as a result of
chemical reactions. Every chemical reaction entails  an energy change,

sometimes a gain, sometimes a loss. In weathering reactions the change is al-
ways a loss: energy is liberated.

In the chemical weathering of rocks, the most frequent reactions are those
caused by weak acids attacking and dissolving some of the rocks’ component
minerals. Weak acids are much commoner than pure water in the natural
world. Rain, for example, is always slightly acidic because as it falls it dissolves
a fraction of the carbon dioxide in the air, which converts the rain into dilute
carbonic acid. Sulfuric acid is produced when sulfide rocks such as pyrite break
open (because of either mechanical weathering or mining) and expose fresh
surfaces to the air; the exposed sulfur becomes oxidized and dissolves in water
to form dilute sulfuric acid.Another source of the acids that attack rocks is liv-
ing material. A variety of corrosive organic acids are produced by microbes,
and also by lichens growing on rock surfaces. Acids also come from the plants
and invertebrate animals, both living and dead, that form the organic portion
of soil.

The chemical weathering of rocks is greatly promoted if they have been
mechanically weathered beforehand; the more fragmented the rock, the more
surface there is for acids to work on. In time the products of both forms of
weathering become jumbled together as a loose layer overlying solid bedrock;
this is called regolith.

The most finely divided products of chemical weathering are, with one ex-
ception, divided much more finely than the products of mechanical weather-
ing; the exception is rock flour, which is not produced in large quantities. The
smallest, most abundant products of chemical weathering are clay particles,
derived from feldspar, the commonest mineral on the earth’s surface.The next
most abundant, and notably coarser, are quartz crystals—that is, sand grains.
Quartz is the most resistant to chemical attack of the common minerals, so it
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accumulates as a residue when any of the many kinds of rocks that contain it
are chemically weathered.7

Most of the products of mechanical weathering are so much coarser than
those of chemical weathering that it is not surprising that their subsequent
fates are different too. For the most part, the products of mechanical weath-
ering are shifted by mass wasting. Some of the products of chemical weather-
ing are removed by erosion, and some dissolve in water and flow away with it.
These processes combined carry weathered rock to lower elevations.

Mass Wasting

Of all the ways mass wasting happens, big landslides are the most spectacular.
Whenever a mass of unattached or weakly attached rock chances to accumu-
late at the top of a steep slope, a landslide impends. The accumulated material,
held precariously in place by friction, may be the product of long-continued
weathering, or the debris of earlier landslides, or the ejecta of a nearby vol-
cano.The poised mass awaits the conversion of its PE to KE.When something
happens to trigger it, the mass starts to slide or fall, and the conversion begins.

The trigger may be a heavy rainstorm. For example, the excessively heavy
rain accompanying Hurricane Mitch in October 1998 filled a lake in the crater
of a dormant Nicaraguan volcano to overflowing; the escaping water, mixed
with volcanic ash, created a mudslide that buried about 2,000 people. Numer-
ous other mudslides caused by Mitch, together with flooding, brought the
death toll to more than 11,000.

A landslide believed to be one of the earth’s largest in several thousand
years was the Frank Slide, which fell in April 1903 near the eastern entrance
to the Crowsnest Pass through the Rocky Mountains, in southwestern Al-
berta.8 Almost half the top of Turtle Mountain collapsed into the valley below,
burying much of the little coal mining town of Frank; about 70 people were
killed. The slide is thought to have been triggered by frost cracking on the
grand scale, caused when large volumes of meltwater from a heavy snowpack
poured into fissures on the mountain’s summit; the rocks may have been
weakened beforehand by coal mining at the foot of the mountain.

The weight of the Frank Slide has been estimated at 9 × 1010 kg, and the
distance it fell was approximately 1,000 m. With these numbers we can
quickly calculate the amount of potential energy that its fall liberated (see
chapter 2). Recall that the number of joules of energy is the mass (in kilo-
grams) times the height of the drop (in meters) times the acceleration due to
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gravity, which is 9.81 meters per second per second, or 9.81 m s−2. The energy
of the slide was therefore

(9 × 1010) × 103 × 9.81 J, or approximately 9 × 1014 J.

This enormous amount of energy was dissipated in about one hundred sec-
onds. What happened to it?

Every time one rock strikes another, both are deflected and diverge in new
directions and with altered speeds. Their combined speed, and therefore their
combined KE, is reduced because both rocks are dented, broken, or chipped—
which uses up some energy. If the collision is gentle these “deformations” may
be too slight to be noticeable, whereas a more violent collision causes one or
both rocks to shatter. In any case, chemical bonds are altered and heat energy
is released, as is obvious when sparks fly.

By the time all the rocks come to a halt at the bottom of the fall, their grav-
itational PE has been lost because their elevations have been lowered; it could
be restored if all the rocks were carried up to their original positions again—
entailing much work! At the same time, more energy, including noise energy,
has been generated by all the collisions and has been immediately dissipated
as waste heat (entropy).

In some landslides the debris comes to an abrupt stop on reaching level
ground, piling up into a big mound; in others the debris continues to move for-
ward and doesn’t come to rest until it has spread out over a large expanse of
lowland. Such slides are known as long-runout slides. When a long-runout
slide reaches the bottom of a valley, part of it may even keep on going, climb-
ing some way up the opposite slope.

The Frank Slide is a famous example of a long-runout slide. After a rapid
descent of 1,000 m, it “flowed” onward, across the  Crowsnest River valley and
130 m up the valley’s far side, leaving a sheet of shattered rock 30 m thick
spread over the land. The leading edge of the sheet is 4 km from the base of
Turtle Mountain; when you stand there, in a “sea” of broken limestone, it
seems inconceivable that the debris came all the way from Turtle Mountain, 4
km away in the distance.9

Another well-known long-runout slide is the Elm Slide of 1881. It de-
stroyed much of the Alpine village of Elm in Switzerland, killing 115 people.
About 8.2 × 1010 kg of rock slid 600 m down a mountainside, from which it
follows that the potential energy lost in the slide was close to 5 × 1014 J, a lit-
tle more than half that of the Frank Slide.After reaching the foot of the moun-
tain, the slide flowed on for 2 km before stopping; the average slope of the de-
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scent from start to finish was only 17°, much less than the normal angle of rest
of piled rocks. As with the Frank Slide, some of the debris flowed uphill.10

The noteworthy character of long-runout slides is that their debris appears
to flow like a liquid instead of behaving as you might expect a heavy mass of
solid material to behave when it lands abruptly. For years the surprising
“flow” of landslide debris was thought to happen when a cushion of air be-
came trapped beneath the falling debris. But the debris of long-runout slides
is observable on the moon, where the walls of some large lunar craters formed
by meteorite impact have collapsed; trapped cushions of air cannot be the
cause on the airless moon. The “fluidization” of dry rock debris is now be-
lieved to have the following explanation: In certain conditions, the mass of
separate fragments forming the debris act like “molecules in a gas . . . .The en-
tire collection of rocks [behaves] like a dense gas and . . . naturally, [flows] like
a fluid.”11 The phenomenon is called acoustic fluidization.

When slide debris flows uphill at the end of its runout, as happened at
Frank and Elm, it is imitating to a small degree the behavior of a glass marble
released just inside the rim of a smooth bowl, which rolls to the bottom of the
bowl and then nearly to the top on the opposite side. In both cases the poten-
tial energy of a  mass (slide debris or marble) is converted to kinetic energy as
it descends to the foot of a slope (a mountainside or the side of a bowl), after
which momentum carries it upslope again, promptly restoring a portion of the
PE it has lost. The rest of the energy is dissipated as heat and noise. The only
difference between the two cases is that the proportion of PE conserved is far
greater, and that of PE dissipated far less, for the marble in a bowl than for the
rocks sliding into a valley.

Big landslides are soon over: huge quantities of debris complete their jour-
ney in seconds or minutes. Mass wasting in slow motion takes place too when
individual rocks fall from a precipice one at a time and accumulate at the bot-
tom; the commonest cause is frost cracking. The angular rocks pile up where
they land, forming steep slopes of scree (also known as talus or colluvium)
lying at the material’s angle of rest, which is typically between 30° and 35°.

Scree slopes are common in mountainous country.The potential energy re-
leased while a scree slope builds depends on the mass of rocks in the scree and
on the distance they have fallen. It is calculated in the same way as the PE of a
sudden landslide; the amount of potential energy is the same whatever the
speed of its release.

The slowest, least conspicuous form of mass wasting is creep. It happens on
all slopes, however gentle. Obviously, any crumb of soil or particle of rock that
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chances to be dislodged on sloping ground will automatically move downs-
lope, because the pull of gravity prevents it from moving upslope. Creep is the
result. Crumbs of soil are dislodged in innumerable ways; they are scattered
from the roots of wind-thrown trees; they are shifted by the movements of
burrowing animals and pushed by the shoots of growing plants; they are
raised and then let down a millimeter or two farther downslope every time the
ground beneath them freezes and thaws.Wetting and drying expand and con-
tract the soil just as freezing and thawing do, with the same result. Wind and
rain displace both soil crumbs and rock particles.

A particle nudged out of place by moving air or water, however, is the ob-
ject of erosion as much as of mass wasting. On a small scale, the two processes
lose their distinctness.

River Erosion

Erosion is the transport of weathered rock by moving fluids, either water or
air. At the present time (geologically speaking) erosion by rivers is the princi-
pal form of erosion.12 The questions to be looked into are, How do rivers trans-
port the material produced by weathering? What becomes of the material?
And what are the energy exchanges?

The material to be transported consists of clay particles, sand grains, and
cobbles, plus a small amount of rock flour that behaves like clay particles.
These materials roll into rivers after “creeping” down adjacent valley slopes,
or they are washed in by rain, or they come from clods of soil that fall into the
water from a river’s banks after a rainstorm and disintegrate.These last are re-
cycled particles, as we shall see below.

Once they are in a river, the particles become sediment. The two chief com-
ponents of the sediment, clay and sand, behave differently because of the
markedly different sizes of their particles.13 The fine particles, clay and silt
(plus rock flour), are light enough to remain suspended in the water, whose
turbulence supports them; they make the water muddy, and they are borne
along with the water, whose speed is only slightly reduced.

The coarse particles, mainly sand grains, sink to the bottom because of their
weight. If the current is gentle they become one with the riverbed, which more
often than not consists of the same material. When the current speeds up, the
sand at the bottom is swept along by the moving water as bedload.

A word on the subsequent fate of these sediments before we return to con-
sider the energy of all these activities. River sediments are eventually carried
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out to sea and settle in layers on the seabed. This may not be the end of their
travels: mass wasting  goes on underwater as well as above it. Accumulating
sediments often build up at the top of a slope on the seabed until they become
unstable and collapse. If the particles are already cemented together, they col-
lapse in big blocks in a process called slumping; if the sediments are still loose,
they flow like a liquid down submarine slopes, eroding submarine canyons in
doing so, and end up as layers on the ocean floor.

In any case, submarine sediments eventually come to rest, and as time
passes (millions and tens of millions of years) loose sediments become solidi-
fied into sedimentary rocks: clay and silt become shale and siltstone, and sand
becomes sandstone. Of the world’s land area, 67 percent is covered by sedi-
mentary rocks, of which shale and sandstone are the most abundant.14 Sooner
or later the submerged layers (strata) of sedimentary rock are raised above sea
level again, as the internal energy of the earth deforms its crust (see chapter
15).The shales and sandstones become available for weathering again, and the
resulting clay particles and sand grains (perhaps with some newly formed rock
flour added to the mix) find their way into rivers. Another stage in the un-
ending recycling of earth materials is under way.

The Energy in Rivers

We must now consider how a flowing river acquires, and dissipates, energy.
Obviously water at high elevations—newly fallen rain, melted snow, and pre-
existing lakes, for example—has potential energy by virtue of its elevated po-
sition, just as rocks on elevated ground have. The energy is converted to ki-
netic energy when the water flows, or the rocks fall (or roll, or slide) downhill.
The potential energy at any point on a river’s course has two components,
however: elevation energy and pressure energy. The elevation energy exists
because of the elevation of the riverbed above sea level; it corresponds with the
gravitational PE of a rock on a mountain slope, which could just as well be
called “elevation energy.”

The pressure energy depends on the water’s depth; hydraulic engineers
measure it as “head.”To understand the distinction between elevation energy
and pressure energy, visualize the following situation: suppose the water level
in a river were to sink almost to zero at any point on its course; then the pres-
sure energy at that point would be almost zero, and the river’s flow would al-
most stop, regardless of the elevation of the dry riverbed above sea level,
which would remain unaltered. This makes it intuitively obvious that the
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depth of the water contributes to its total energy. For any site along a river, we
may write the equation

PE = elevation energy + pressure energy.

Only a liquid can have pressure energy, not a solid.
Now compare the energy budget of a rock falling from a precipice with that
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of a “slice” of river flowing down its channel (see figs. 9.2 and 9.3). To avoid
vagueness, we must choose arbitrary starting and stopping points to define the
interval under consideration; these points are marked X and Y in both figures.
We must also stipulate that the rock does not fracture and that the river in fig-
ure 9.3 neither gains nor loses water between X and Y.

At any instant, wherever it may be, each “object” (solid rock or liquid
“slice”) has a PE that depends on where it is at that instant and a KE that de-
pends on its velocity at that instant. For both objects, PE and KE are changing
continuously, from one instant to the next.

Were it not for friction (in the general sense, including drag), it would be
true to say, for both the rock and the water slice,

PE at point X + KE at point X = PE at point Y + KE at point Y.

This follows from the law of the conservation of energy (see chapter 3).
In the real world, where drag is inescapable, the equation becomes

PE at point X + KE at point X = PE at point Y + KE at point Y + w,

where w represents energy gone to waste between X and Y because of drag.
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In their most concise form, these equations apply equally to the rock and
the water slice. Now we put more detail into the equation for flowing water,
taking note of the fact that the PE is the sum of elevation energy (EE) and
pressure energy (PrE). Then in the ideal case, with no drag, the equation be-
comes (the word “point” is omitted for brevity)

EE at X + PrE at X + KE at X = EE at Y + PrE at Y + KE at Y.
(Do not confuse PrE with PE.)

This is the law of the conservation of energy as it applies to flowing water.
We can modify the equation for the realistic case (drag operating) in almost

the same way, like this:

EE at X + PrE at X + KE at X = EE at Y + PrE at Y + KE at Y + w1 + w2.

Here w, the symbol representing waste energy—nonconserved energy—has
been split into two parts, w1 and w2. The first, w1, denotes work done by the
flowing water, namely, picking up and transporting a load of sediment; the sec-
ond, w2, denotes true waste energy, namely heat and noise;15 noise is thought
to account for only one part per million of the total energy. Most of the energy
goes into shifting bedload, which consists of all particles larger than very fine
sand grains, of diameter 0.06 mm.

The lighter particles in bedload are dragged along by the flowing water.They
move more slowly than the water, reducing its speed of flow, but they do not
come to rest: turbulent eddies support them and keep them moving.The heav-
ier particles, on the other hand, stop and start repeatedly as the strengths of the
eddy currents fluctuate. Any particle of bedload that settles on the bottom is
soon temporarily entrained (picked up) again: it may be dislodged by a minor
eddy, or lifted by the flow of current over it in the same way that an aircraft
wing is lifted, and raised into the faster current above the bed. After traveling
a short distance, it will be deposited again. In this way the heavier particles hop
forward without ever rising appreciably above the riverbed. Because it takes en-
ergy to lift the particles, a fraction of the river’s kinetic energy is consumed.

The total energy used by all the rivers in the world in transporting sedi-
ments can be estimated approximately if we rely on another estimate, accord-
ing to which erosion, chiefly by rivers, lowers the earth’s land surfaces by 8 mm
per century.16 The earth’s land area is about 149 million square kilometers, and
the bulk density of the loose surface material left by weathering is about 1,500
kilograms per cubic meter. The mass of material removed from the surface is
therefore about 1.8 × 1013 kg. The average height of the land is about 875 m
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above sea level. With these data we can compute the potential energy lost, per
century, in the same way as we computed the energy of the Frank Slide. The
answer is

1.8 × 1013 × 875 × 9.81 = 1.55 × 1017 J per century.

This is energy per unit time, in other words, power. It can be quickly con-
verted to familiar watts (joules per second), or better yet, to watts per hectare,
to make it easily imaginable. The answer is about one-third of a watt per
hectare. Imagine the energy as light: it would amount to an invisible glow (if
that is imaginable) on a dark landscape. The effects of the “glow” are cumula-
tive, however. Over a few million years (not long, in geological terms), the
“glow” creates and maintains most of the world’s spectacular scenery. The
folding and uplifting of the earth’s crust by the earth’s internal heat merely
provides the raw material on which erosion acts.

The rate at which the earth’s land surface is being denuded by erosion is
vastly greater nowadays than it was before human undertakings like logging,
farming, mining, and construction came to be practiced on an industrial scale.
It has been estimated that the natural sediment load carried annually by the
world’s rivers is 1.6 × 1013 kg, while the unnatural load is 1.72 × 1014 kg, more
than ten times as much.17 The long-term consequences of accelerated erosion
could be as serious as other outcomes of the  industrial-technological explo-
sion, such as the increasing concentrations of greenhouse gases in the atmos-
phere. Time will tell.

Sediment transport accounts for only part of the energy dissipated by a
flowing river, the part denoted by w1 in the preceding equation. We have still
to consider the part denoted by w2, which is “wasted” or, equivalently, used up
(converted to entropy) in overcoming resistance to the river’s flow by the bed,
the banks, and the sediment load itself. In a word, the flowing water experi-
ences drag and is greatly slowed as a result.

Because of drag, no river can flow faster than its terminal velocity, the ve-
locity at which the force of gravity accelerating it down its channel is exactly
balanced by the force of drag restraining it (recall the account in chapter 5 of
the terminal velocity of falling rain). The terminal velocity of any particular
river depends on the straightness and smoothness of the channel walls. The
importance of these factors becomes obvious if you mentally compare the
gentle flow of a lowland river with the fierce jet of water spewing out of a pen-
stock (sluice) bringing water from a dam to spin the turbines in a hydroelec-
tric generating station.
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The terminal velocity of a particular river depends also, of course, on the
volume of water it happens to be carrying, which varies from time to time. A
typical terminal velocity for a river of average size is in the neighborhood of
5 km/h, while the same river in spate could have a terminal velocity of 6 to 8
km/h. It is difficult to imagine the speed a river would have were it not for
drag, but just thinking about it brings an appreciation of the inexorable in-
crease of entropy going on wherever water flows.

At the Beach Again

A river’s current peters out when it reaches the sea. Whereas its suspended
sediment drifts far from shore before settling to the bottom, the heavy bed-
load of sand is dumped much sooner and becomes the raw material for neigh-
boring sand beaches. Its transport along  the shoreline requires a further sup-
ply of energy.

Some of the needed energy comes from longshore currents, either tide cur-
rents or currents driven by the wind. Whatever their origin, currents in shal-
low water can transport a bedload of sand in the same way a river can.

Sand is transported along the beach itself by beach drift. It happens when-
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ever wind-driven waves roll up a sandy beach obliquely, carrying some sand
up with them; when they drain back by the steepest route down the beach,
they carry the sand back into the water again a short distance downwind of the
point where they picked it up (see fig. 9.4).

Quantities of sand are transported considerable distances by this inefficient
process. Each successive wave gives a modicum of PE to its load of sand by car-
rying it up the beach, but the sand promptly loses the PE by rolling back down
again. If the wind direction changes, the sand is carried back the way it came.
Eventually the bulk of it is carried along the beach in the direction of the pre-
vailing wind, but the energy lost to friction is enormous. This is obvious if
quantities of fine pebbles are mixed with the sand; the roar of pebbles rolling
and sliding over each other as they go first up and then down the beach slope
is deafening, and noise represents only a minute fraction of the total energy
lost, most of it as imperceptible heat. Not surprisingly, the quantity of energy
lost is difficult to measure.

Ocean waves cause considerable mass wasting, too. Sea cliffs, formed by
wave action, are subject to frequent slumps and landslides, triggered by the ac-
tion of waves that undercut the cliffs. In this way coastlines are shaped by the
energy of the sea, and every landslide liberates potential energy.
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10 CHEM I C A L  E N E R G Y

Searching for Chemical  Compounds

You have only to look around you, wherever you may be, to see
chemical compounds by the thousands, everywhere; all are sub-
stances consisting of atoms of two or more elements held to-
gether by chemical bonds. Nearly every solid material on
earth—nearly everything you see, animal, vegetable, or min-
eral—consists of chemical compounds, sometimes only one,
sometimes several together. Solid substances composed of single
elements uncombined with others are rarities; even “pure” gold
and “pure” iron are almost never absolutely chemically pure.

When elements combine to form compounds, energy is ei-
ther produced (or liberated—”evolved,” as it is often called) or
used up (“consumed”). A reaction that liberates energy, most
often in the form of heat, is exothermic; a reaction that will take
place only if energy is provided from some outside source is en-
dothermic. Body warmth is produced by exothermic chemical
reactions: without them, rigor mortis would soon set in. The
earth’s green plants, which directly or indirectly nourish almost



all other living things, grow as a result of endothermic reactions that use sun-
light as their energy source. Chemical reactions affect every moment of our
lives: one could say that life is a series of chemical reactions, forever consum-
ing and liberating energy.

Chemical reactions are also going on, all the time and everywhere, in the
nonliving world around us. If you leave a steel chisel outside all winter, you
know it will be rusty by spring. The iron in the steel has combined with at-
mospheric oxygen to form iron oxide (rust).The reaction is exothermic: about
5,100 joules of heat energy are liberated for every gram of rust formed,1 but
the reaction happens too slowly for the heat to be noticeable except in care-
fully controlled laboratory experiments.

Chemical weathering of rock goes on all the time, as we saw in chapter 9.
Minerals such as pyroxene, olivine, and hornblende, important ingredients of
basalt, all contain iron that becomes oxidized—converted to rust—when frac-
tured basalt is exposed to the air; rust is the chemical that makes iron ore red.

In the ordinary outdoor world, the commonest inorganic reactions in
progress—those causing chemical weathering—attract much less attention
than organic reactions taking place in living things. This is because weather-
ing transforms a newly exposed rock surface so that it comes into equilibrium
with its new environment, in contact with the atmosphere. The energy
turnover in living material is much more obvious to human observers than
are the very much slower inorganic reactions going on all the time around us.
Both kinds of reactions consume and liberate energy: the contrast between
them is in their speed.

The Energy in Chemical  Bonds

Chemical reactions consist of the creation of new chemical compounds from
existing ones.To create new compounds from old entails making and breaking
chemical bonds; this is the point where energy enters the picture: energy is ab-
sorbed or released whenever chemical bonds change. Therefore, before con-
tinuing, we must consider what chemical bonds are and how they work.

Chemical bonds hold together the atoms in a molecule and, likewise, stick
molecules to each other. A force must exist to create a bond, as the word
“bond” implies. In chemical bonds, the force is electrical. It is a force of nature
in the same way gravitation is a force of nature: both are fundamental charac-
teristics of the physical world that cannot, at present, be explained in terms of
anything more fundamental.
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This does not mean, however, that chemical bonds are all alike. They differ
from each other in magnitude, depending on which elements the bonded
atoms belong to, and they differ in kind—bonds operate in several ways.

The simplest kind of bond, though not the commonest, is an ionic bond.
The bonds holding together atoms of sodium and chlorine to make sodium
chloride (table salt), for example, are of this kind: in a laboratory experiment,
suppose a sodium atom that has become a positive ion by losing an electron
comes close to a chlorine atom that has become a negative ion by picking up a
stray electron; because of the electrical attraction between the two ions, one
positively and the other negatively charged, they unite to form sodium chlo-
ride. Each step entails an energy change. The net result is the liberation of en-
ergy: for every gram of sodium chloride formed, 7,000 J of energy, in the form
of heat, are produced.

The chemical bonds that hold together the atoms in organic molecules are
known as covalent bonds.A covalent bond exists whenever two atoms share a
pair of electrons. Covalent bonds are not confined to organic molecules, and
the atoms bound together need not be of different elements. For example, in
three common gases, hydrogen, oxygen, and nitrogen, each molecule consists
of a pair of atoms of the element concerned, united by a covalent bond; that is
why the gases are written, in chemical symbols, as H2, O2, and N2.

The simplest of all molecules, the hydrogen molecule, neatly illustrates the
structure of a covalent bond. Each of its two atoms consists of one positively
charged proton, the nucleus, and one negatively charged electron. The way
they are covalently bound is diagrammed in figure 10.1. Figure 10.1a shows
an isolated hydrogen atom; its single electron is somewhere in the circular
cloud of dots surrounding the nucleus; one cannot say precisely where, just
somewhere, moving rapidly, most frequently where the dots are densest. Fig-
ure 10.1b shows two hydrogen atoms united to form a molecule. The atoms
share their two electrons: both are to be found somewhere in the oval cloud of
dots encasing the two nuclei.

Free hydrogen in its natural state exists as molecules; to break all the
bonds in a gram of hydrogen gas would require 217,000  J of energy. Break-
ing the bond in a single molecule uses 7.23 × 10−19 J.This is the covalent bond
energy for one hydrogen molecule. Obviously joules are inconveniently big
units for use with individual molecules; the appropriate unit for these tiny
amounts is the electronvolt, abbreviated to eV (for more on electronvolts, see
chapter 16). One eV is the same as 1.6 × 10−19 J; thus the bond energy for hy-
drogen is 4.5 eV. It is the energy required to break the bond in a hydrogen
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molecule; equally, it is the energy liberated when two hydrogen atoms join to
make a molecule.

Ionic bonds and covalent bonds normally hold together the atoms in a mol-
ecule.2 Two other kinds of bonds attach molecules to each other; they are the
bonds mentioned in chapter 9, which make solid objects stay solid, so that en-
ergy is needed to break them.They are not nearly as strong as the bonds join-
ing the atoms in a molecule.

The intermolecular bonds that keep organic materials, including living or-
ganisms, from falling apart are hydrogen bonds; they form between a hydro-
gen atom in one molecule and an oxygen (or nitrogen or fluorine) atom in an-
other.These three elements have atoms whose electrical characteristics enable
them to make exceptionally strong bonds with hydrogen atoms. The com-
monest hydrogen bonds in living things are those in which oxygen is the ele-
ment bonded to hydrogen.

Hydrogen bonds are the strongest intermolecular bonds, but they are not
nearly as strong as covalent bonds, typically less than one-tenth as strong.3

Weaker bonds linking molecules to each other exist as well, known as van der
Waals forces and caused by local concentrations of electric charge on molecu-
lar surfaces. They are much less common in natural materials than in syn-
thetics such as plastics.4

Energy in Chemical  Compounds

The energy liberated or consumed in any chemical reaction is the  net result
of the energies liberated and consumed when chemical bonds are made and
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broken. Complicated reactions like photosynthesis, for example, entail nu-
merous makes and breaks to produce the end product, glucose, from its raw
materials, water and carbon dioxide. The net result is consumption of energy;
that is, the reaction is endothermic.

The energy consumed in photosynthesis is solar radiation, and the amount
consumed is 16,000 J per gram of glucose created. The energy becomes stored
in the glucose as chemical potential energy awaiting ultimate liberation as
heat, in the same way that a rock poised at the top of a precipice stores gravi-
tational potential energy awaiting liberation as movement. If you burn a gram
of glucose, the photosynthetic reaction is reversed: water and carbon dioxide
are produced and 16,000 J of energy are liberated—the potential energy is po-
tential no longer.5 Or instead of burning it, you could eat it: the chemical re-
actions that constitute digestion would then yield 16,000 J of energy for the
acts of living, such as moving, growing, and keeping warm.

We have already mentioned the energy liberated in two simple exothermic
reactions; recall that just over 5,000 J are liberated for every gram of rust pro-
duced by the oxidation of iron; and 7,000 J are liberated when sodium and
chlorine combine to form a gram of table salt. It would be necessary to supply
the same amounts of energy from an outside source to undo these reactions:
5,000 J to unmake a gram of rust and 7,000 J to unmake a gram of table salt.

The energy change that accompanies every chemical reaction is called an
enthalpy change. At first this term seems redundant: If you mean an energy
change, why not say so? The reason is that an exothermic reaction produces
two kinds of energy. The first is free energy, or energy capable of doing useful
work—heating water, for instance. The second kind is entropy. Recall, from
chapter 3, that it is never possible to make all the energy supplied to a system
do useful work; some is always dissipated in a useless form, as entropy. We
noted above that it takes 16,000 J of solar energy to energize the photosyn-
thesis of one gram of glucose, and the same  number of joules are liberated if
the glucose is burned. But the liberated joules cannot all be useful energy, or
we should have the makings of a perpetual motion machine. That is why the
16,000 J are given the name enthalpy, which is made up of both free energy
(the active or useful kind) and entropy.6

Up to this point we have described entropy as “waste heat.” Alternatively,
it can be described as the energy of the random motion—the “milling about”—
of the molecules in every substance whose temperature is greater than absolute
zero (0 kelvins).The energy of this milling about depends on the chemical na-
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ture of the substance as well as on its temperature. On average, the entropy of
gases exceeds that of liquids, and the entropy of liquids exceeds that of solids.
But this is true only on average. At room temperature, the entropy of solid
table salt slightly exceeds that of liquid water; likewise the entropy of liquid
alcohol exceeds that of helium gas. Solid substances have a wide range of en-
tropies. For example, the entropy of lead is more than thirty times that of a di-
amond. This is because the atoms in a diamond are held firmly in their places
in the diamond’s crystal structure, whereas the atoms in a lump of lead are
comparatively free to move; in brief, diamonds are well-knit, lead is rickety.

The change in enthalpy taking place in a chemical reaction is scarcely in-
fluenced by the temperature at which the reaction happens, but the partition-
ing of the enthalpy between free energy and entropy is strongly influenced:
the ratio of free energy to entropy is much greater at low temperatures than
at high ones.

Ice and Steam

Enthalpy changes are familiar to everybody.When water freezes, or vaporizes,
the change in the water is a change in enthalpy even though no chemical re-
action, in the usual sense, has taken place. Likewise when ice thaws or water
vapor condenses.

Suppose you hold an ice cube in your hand: heat passes from your hand to
the ice—that is why your hand is chilled—but the ice  is not warmed above
freezing point. On the contrary, it stays at freezing point while it gradually
turns to water. The ice gains enthalpy, but no part of the enthalpy gained in
this case is free energy; it is all entropy, manifested in the greatly increased
mobility of the water molecules swirling around as a liquid instead of being
held rigidly in place in crystalline ice.

Similarly, suppose you leave a pan of water boiling on a hot plate. Because
the water is already boiling, its temperature will not rise any higher, but at the
same time energy is passing from the hot plate to the water, changing the
water’s enthalpy. The change, an increase, has no free energy component; it
consists wholly of an increase in entropy, manifested in the much greater mo-
bility of the water molecules when they become a gas—the vapor rising from
the boiling water—than they had as a liquid. If the water is boiled in a kettle
with a loose lid, some of the enthalpy is free energy: it rattles the lid.

The change in enthalpy when a gram of ice melts is 335 J, and the change
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when a gram of water vaporizes is 2,259 J. Converting the joules to calories—
the more familiar units in this context—gives 80 cal and 540 cal, respectively.
These numbers will be recognized by many as the latent heat of freezing and
the latent heat of vaporization of water. Indeed, the foregoing discussion deals
with the same topic as the section on water vapor and energy transfers in
chapter 5. Here we have seen how freezing and melting, or vaporizing and
condensing, behave exactly like chemical reactions so far as energy transfers
are concerned.

Chemical  Energy to Electrical  Energy and Back Again

To describe chemical reactions as endothermic or exothermic, according as
they consume or liberate energy, is somewhat misleading: it suggests, falsely,
that the energy involved when chemical bonds are made and broken always
takes the form of heat. More inclusive terms are endergonic and exergonic.
The former describes a reaction that must be supplied with free energy of
some  kind (not necessarily heat) from an external source if it is to proceed, the
latter a reaction that proceeds without such a source. Note that it is the direc-
tion of flow of free energy, as opposed to enthalpy, that determines whether a
reaction is endergonic or exergonic.7

Some chemical reactions entail the liberation or consumption of electrical
energy. An obvious example is the charging and discharging of the lead stor-
age battery in an automobile.This is the way it works.8 The battery consists of
plates of pure metallic lead alternating with plates of lead oxide; there are
spaces between the plates. All the lead plates are wired to a single conducting
cable ending at the battery’s negative terminal; likewise, all the lead oxide
plates are wired to a cable ending at the positive terminal. The sheaf of spaced
plates is immersed in a mixture of sulfuric acid and water.

Every time the circuit is completed (for example, when you switch on the
ignition or the headlights), a chemical reaction starts in the battery. The lead
plates react with the sulfuric acid to produce lead sulfate and free electrons, and
the electrons start to stream through the circuit, producing an electric current.
The flowing electrons do the required task—turning the starter motor, say, or
lighting the headlights—and then return, via the positive terminal, to the lead
oxide plates; there they combine with the lead oxide and some of the sulfuric
acid to form more lead sulfate. When the battery is in use, lead sulfate accu-
mulates on both kinds of plates while the sulfuric acid is gradually used up.As
a result, the acid-and-water mixture becomes more dilute and, consequently,
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less dense; its density is what is measured when the battery is tested with a
hydrometer.

When the acid becomes too dilute for the reaction to continue, the battery
is said to be discharged. It can then be recharged by passing an electric current
from some other source through it; this drives the chemical reactions in re-
verse, restoring things to their original condition: that is, the electrical energy
supplied is converted back to chemical energy, available for reconversion to
electrical energy when it is required.

The salient feature of what happens in an electrical storage battery is the
transference of electrons from one material, lead, to another, lead oxide. Vast
numbers of chemical reactions are of this kind: in simple ones, electrons are
released by a pure element of one kind and become attached to a pure element
of another kind.All these reactions—both simple and complicated—are called
redox reactions.9 A redox reaction gives off energy when it goes in one direc-
tion (as when a battery is giving an electric current) and absorbs energy when
it goes in the opposite direction (as when a battery is being recharged by an
electric current fed into it). Redox reactions are what make living bodies live;
biochemical redox reactions entail the transference of electrons between large,
complicated organic molecules, but they are redox reactions nonetheless.They
are what is happening when food is converted to energy; the electrical energy
yielded by the reactions is transformed into the mechanical energy of move-
ment and into heat.

All transfers of biochemical energy involve electron transfers, and they
usually take place in several steps: the energy yielded by one reaction powers
a second reaction that would not happen without it, which powers a third re-
action, and so on. The chemical that functions most often as an intermediary
in these sequences of reactions is adenosine triphosphate, well known by its
acronym ATP; it has been called the principal carrier of biological energy.10

The electron transfers in biochemical reactions do not produce strong, eas-
ily detectable electric currents. Reactions having the same effects as the dis-
charge and recharge of an automobile battery are much less common in na-
ture than in the technological world.The only conspicuous examples in nature
are the strong electric shocks delivered by certain species of fish when they are
disturbed: the electric eel of South American rivers, the electric catfish of cen-
tral Africa and the Nile, and several species of electric rays living in tropical
and temperate seas in various parts of the world. All of them are capable of
electrocuting a human being when  their “batteries” are fully charged.
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11 ENER G Y  E N T E R S  T H E
B I O S P H E R E

The Light That Gives Life

All living things, without exception, must have energy if they
are to survive, to grow, and to multiply. And all living things,
with a few exceptions, obtain this energy, directly or indirectly,
from sunlight. The few exceptions will be described in chapter
12. The guarded phrase “directly or indirectly” allows for the
fact that only some life forms—green plants—are able to con-
vert solar energy directly into chemical energy. Other organ-
isms obtain their solar energy at second hand (or third or
fourth, or . . . ) by eating the green plants that first captured it,
or by eating the animals that ate the green plants, and so on
back through the whole series of organisms forming a food
chain. Food chains themselves are usually connected to other
food chains by lateral and diagonal links, to make food webs; to
keep the discussion clear of needless complications, in what fol-
lows we concentrate on single food chains.

Green plants, as everybody learns at school, are the factories
that capture energy from sunlight in a series of chemical reac-



tions collectively known as photosynthesis; the green pigment chlorophyll al-
ways takes part in the reactions. Before going, rather sketchily, into the chem-
ical details, it is worth considering the energy that drives them—sunlight.

Sunlight—more formally, solar energy—consists of electromagnetic
waves; the way they convey energy is the topic of chapter 18.The point to no-
tice here is that electromagnetic waves are not all alike; on the contrary, they
have a tremendous range of wavelengths.The shortest waves reaching the top
of the atmosphere from the sun in appreciable amounts are about 0.1 mi-
crometers long, the longest close to 4.0 micrometers. A micrometer (symbol
μm; μ is the Greek letter mu) is one millionth of a meter.1

About 90 percent of the solar spectrum lies between these limits. As we
shall see, much of the radiation reaching the top of the atmosphere never pen-
etrates to ground level. Nearly all that does is visible to humans; it constitutes
the visible spectrum, the wave band of electromagnetic wavelengths to which
human eyes are sensitive; it ranges from 0.40 μm to 0.71 μm.

The visible spectrum for humans, seen in its entirety, appears as white
light. For human observers, different wavelengths produce light of different
colors; the shortest ones appear violet, the longest, red. All this is well illus-
trated by a rainbow, which splits white light into its component colors or wave
bands (how it all looks to other species is outside the scope of this book).

What is not so obvious when you look at a rainbow is the pronounced dif-
ference in energy content of the wave bands that constitute the different col-
ors. The solar spectrum between 0.1 μm and 2.0 μm is shown in figure 11.1.
The total area of the spindle-shaped strip represents the total energy, between
these limiting wavelengths, received at the outer limits of the earth’s atmos-
phere. The “tails” of the spectrum—at wavelengths less than 0.1 μm and
greater than 2.0 μm—have been cut off to keep the figure compact. Consider
the width of the strip, disregarding the shading; the width at each level repre-
sents the energy at the relevant wavelength, as shown on the scale at the left.
It is obvious that a large proportion of the total energy (about 41 or 42 per-
cent) is in the visible spectrum. Most of the incoming radiation with wave-
lengths outside the visible spectrum is absorbed in the atmosphere and never
reaches ground level.The wave bands absorbed, or partly absorbed, are shown
black (the few narrow wave bands in which absorption is only partial are not
distinguished in the figure). The short wave, ultraviolet radiation, with wave-
lengths less than 0.34 μm, is absorbed high in the atmosphere, by oxygen, O2,
and by the ozone, O3, of the famous ozone layer, which saves us all from being
seriously sunburned. The long wave, infrared radiation, with wavelengths
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Figure 11.1. The solar spectrum at the top of the atmosphere (the energy tapers off gradu-

ally beyond the limits shown here). The width of the spindle-shaped figure at any level is pro-

portional to the energy at that level; wavelengths in micrometers, μm, are shown on the ver-

tical scale at the left. Wave bands absorbed or partly absorbed in the atmosphere are black.

The photosynthetically active wave bands are stippled.



greater than 0.71 μm, is absorbed lower in the atmosphere, mostly within 10
km of the ground, by carbon  dioxide and water vapor, the two chief “green-
house” gases.

This leaves only radiation in the wave band 0.34 to 0.71 μm unabsorbed
and able to reach the earth’s surface; most of the energy in this region of the
spectrum is visible: only that between 0.34 and 0.40 μm is ultraviolet, invisi-
ble to humans but visible to bees.

Now observe the two stippled segments in the unblackened part of the
spectrum. They represent the wave bands absorbed by the chlorophyll in
green plants or, equivalently, the energy used in photosynthesis.2 Photosyn-
thesis consists of a long, complicated series of chemical reactions, so it isn’t
surprising that the necessary radiation is not confined to a single narrow wave
band. The two wave bands bearing the energy essential to nearly all life on
earth are 0.40 to 0.50 μm (violet to blue) and 0.65 to 0.70 μm (orange to red).

The atmospheric absorption of sunlight we have so far considered goes on
steadily, changing only gradually as the composition of the atmosphere
changes; global climate change, whatever its cause, gives persuasive evidence
to both scientists and nonscientists that the atmosphere is changing.

In addition, rapid fluctuations in the amount and kind of sunlight reaching
any given spot of ground go on all the time.Think of the contrast between day
and night, between winter and summer, between high latitudes and low.Think
of the effect of clouds and haze. Natural aerosols—the water droplets in clouds
and fog, and the myriad fine particles creating haze—dust, sea salt, volcanic
ash, and bacterial spores—scatter sunlight as well as absorbing it. Changes in
the brightness of the light, and in its spectral composition, affect the rate of
photosynthesis. Surprisingly, the diffuse white light of a hazy day contains a
higher proportion of photosynthetically active energy than does unobstructed
sunlight, even though its total energy is less.3

The amount of usable energy reaching vegetation from the sun is difficult
to measure directly because the rate at which it  arrives is forever changing: it
is most easily estimated by measuring the rate at which plants grow, known
as their productivity.

Ecological  Productivity

The chemical reactions of plant photosynthesis can be summarized thus:
carbon dioxide + water vapor + solar energy ⇒ glucose + oxygen. This state-
ment shows only the raw materials (to the left of the arrow) and the final
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products (to the right); it skips all the intermediate steps. Glucose is a simple
carbohydrate; glucose molecules are the building blocks for a host of more
elaborate carbohydrate molecules, among them cellulose, the most abundant
organic chemical in nature and the one that, apart from water, constitutes the
bulk of all plant material.

The individual reactions omitted from the statement are enormously
complicated; fortunately they need not detain us. We are concerned with
the capture of solar energy by the earth’s vegetation, a process known as
primary production because it is the stage at which the sun’s energy is cap-
tured by living things for the very first time. The production of flesh by
plant-eating animals—of beef by grazing cattle, for instance—is secondary
production.

The energy required to produce one gram of glucose by photosynthesis is
15,650 J.A few words on units are necessary here. In the past (and to some ex-
tent still in the present), research workers studying ecological energetics, as it
is called, used calories or kilocalories (1 kcal = 1,000 cal) as the unit for energy.
As we saw in chapter 3, the relation between these units is 1 calorie = 4.186
joules, often rounded to 4.19 J. In traditional units, the energy required to pro-
duce one gram of glucose could therefore be given as 3.74 kcal.

Dietitians have confused matters by using the word Calorie (with a capital
C) to mean kilocalorie. If you are told that your daily food intake ought to be
about 2,000 Cal, the amount meant is  2,000 kilocalories, or approximately
8,400 kilojoules. If you ask someone who doesn’t know the difference between
Calories and calories, you might be told 2,000 calories (and you would starve).
And if you ask by phone, the reply may be uninterpretable.

Because of this astonishingly ill conceived and carelessly used measuring
system, it is much safer to follow the physicists and use joules (J) or kilojoules
(kJ) as energy units.

The energy captured in one growing season by photosynthesizing plants is
usually measured by harvesting the plants, drying them, and weighing the
“dry matter.” It is generally assumed that a gram of dry matter contains 0.45g
of carbon, and that 10 kcal, or 42 kJ, of solar energy are captured per gram of
carbon incorporated in the dry matter.4 This is equivalent to saying that each
gram of dry matter represents 4.5 kcal of energy, or 18.9 kJ. The conversion
factors are only estimates and should not be expected to give exact results
every time; but if the factors are used repeatedly, overestimates and underes-
timates tend to cancel out.

The result obtained by harvesting, drying, and weighing the plants on a
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chosen area and then converting this measured weight to the energy equiva-
lent gives an estimate of what is known as the net primary production (or
NP1) for the vegetation in the environment concerned. In the symbol, NP
stands for net production, and the 1 indicates that it is primary.

It is net in the sense that it doesn’t represent all the energy the plants have
absorbed. Plants need additional energy, first, because they must photosyn-
thesize for immediate nourishment as well as for growth and reproduction
and, second, because they need some of the sun’s heat energy in addition to
the light energy used to drive photosynthesis.We consider these two extra en-
ergy inputs in turn.

First the “extra” photosynthetic energy: while plants are putting on weight
by growing new tissue, they have to keep themselves alive, and to do this they
must consume a fraction of the weight they have put on instead of storing it
as new growth. This they do in the process of respiration, which “burns” car-
bohydrate “fuel” to produce the energy needed to maintain life. The total en-
ergy absorbed, both that used for new growth and reproduction and that used
for maintenance, is gross primary production (GP1). The whole business of
growing and maintaining life while doing so can be likened to running up a
“down” escalator. Gross production is represented by the sum total of the
heights of all the steps climbed in a given time; respiration is represented by
the distance the escalator descends during this time; net production is repre-
sented by the actual height the climber gains—equivalently, by the difference
between the gain and the loss.

Consider now the second kind of “additional” energy plants require: heat
from the sun. Although photosynthesis creates all the organic matter in a
plant, the plant also requires water and some essential inorganic minerals.The
plant absorbs soil water, with the minerals dissolved in it, through its roots.To
keep the flow moving, the water entering via the roots is finally “exhaled”
through the leaves, after giving up its dissolved minerals on the way.The “ex-
halation” is called transpiration: water vapor evaporates from the interior cells
of the leaves, first through their thin cell walls into spaces within the leaf and
then to the outside air via stomata, tiny perforations in the comparatively
tough outer “skin” of the leaf. Note that the process entails evaporation, which
requires heat energy from the sun.

The sun’s electromagnetic radiation thus provides two kinds of energy for
plant growth: light energy for photosynthesis and heat energy to keep the
plants’ water circulation going. The heat is as important as the light.5 The dif-
ference in the vegetation of different latitude zones is determined at least as
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much by the sun’s heat, which controls the water circulation rate, as by the
sun’s light, which powers photosynthesis.

Now back to the products of photosynthesis. The magnitude of the GP1,
and the proportion of it stored as NP1, varies widely among ecosystems. Fig-
ure 11.2 shows some typical examples.6 The bars show the magnitudes of both
GP1 and NP1, per square kilometer, for five ecosystems. The proportions of
the GP1 stored as NP1 are almost the same (0.3) in the three types of forest,
in spite of the markedly different climates they grow in. The proportions
stored by the low vegetation of middle and high latitudes are twice as great:
0.6 in grasslands and nearly 0.7 in tundra. Life is slow in the cold.

The total quantity of solar energy captured in a year and temporarily
stored by all the world’s terrestrial vegetation has been estimated at about 1.9
× 1018 kJ.7 This is the terrestrial NP1 of the whole world. This energy is cap-
tured by 1,840 billion metric tons (dry weight) of plants, the world’s entire
“standing crop” of land vegetation.8 Note that the NP1 is easier to estimate
than the GP1. It is only necessary to cut, dry, and weigh a sample of vegeta-
tion at the end of the growing season to determine the NP1 of that particular
sample, whereas to find the GP1 it would be necessary, in addition, to estimate
the amount of weight loss owing to respiration during the same season, a
much more difficult task.

The final statistic to be examined here is the efficiency of photosynthesis.
The question is what proportion of the solar energy absorbed by green plants
is converted, by photosynthesis, into chemical energy.The answer depends on
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whether you measure the captured energy (the GP1) as a proportion of the
available photosynthetically active energy, in the violet-blue and the orange-
red wave bands, or as a proportion of the available energy of all colors, regard-
less of usefulness, which is about twice as great. Measuring the energy in the
GP1 as a proportion of the total energy received, photosynthetic efficiency is
typically in the neighborhood of 1 percent and rarely greater than 3 percent.

Primary Productivity of  the Oceans

The “vegetation” of the sea, as well as that of the land, takes part in convert-
ing solar energy to chemical energy by  photosynthesis. As with land plants,
photosynthesis requires light, water, and a source of carbon, but the carbon
need not all come as carbon dioxide. Carbon dioxide does dissolve in water to
some extent, but a source more useful to most marine plants is bicarbonate
compounds dissolved in the water.

Two entirely different groups of plants grow in salt water; one group con-
sists of plankton species, the other of seaweeds. Plankton is the collective name
for the swarms of tiny organisms that live all or part of their lives floating in
the ocean and drifting with the currents. The individual organisms of the
plankton range from insubstantial jellyfish down to microscopic and submi-
croscopic one-celled organisms including bacteria. A portion of them, collec-
tively known as phytoplankton, contain chlorophyll and carry on photosyn-
thesis, thus feeding themselves; they also serve as fodder for the zooplankton,
the nongreen members of the plankton, which cannot feed themselves.

In the open ocean, practically all green plants are phytoplankton; the only
notable exception is sargasso weed, a seaweed that floats at the surface far from
land. Seaweeds in general, forming the second component of the marine veg-
etation, are confined to very shallow waters and, though not rooted, live at-
tached to shoreline rocks, anywhere from the high tide line down to as far
below the low tide line as sufficient sunlight penetrates. Seaweeds feed them-
selves by photosynthesis; many species don’t look green (for example, kelps
and rockweeds are brown and so-called Irish moss and dulse are purplish red)
because the green of their chlorophyll is masked by other pigments.

The phytoplankton of the open ocean, most particularly the abundant phy-
toplankton of the ocean’s upwelling zones, is more than four times as produc-
tive as the seaweeds worldwide.9 The total NP1 of all the green plants in the
world’s oceans (phytoplankton and seaweeds combined) is about 1.1 × 1018 kJ

123e n e r g y  e n t e r s  t h e  b i o s p h e r e



per annum, or slightly more than half that of all the terrestrial vegetation,
even though the oceans cover 70 percent of the earth’s surface.10

This is astonishing at first when you compare the total  biomass—the dry
weights of the “standing crops”—of the land plants and the marine plants doing
the producing.Estimates of these quantities are 1,840 billion metric tons for land
plants (as already mentioned), and 4 billion metric tons for marine plants.11

Consider the land:ocean ratios of these quantities. They are

land plant biomass:marine plant biomass = 1,840:4 = 460:1

and
land plant NP1:marine plant NP1 = 1.9:1.1.

Why the spectacular difference?
The reason is that land plants grow exceedingly slowly compared with plank-

ton organisms,or plankters as they are conveniently called.Land plants have life
spans ranging from one year (for annuals) to hundreds of years (for forest trees).
Plankters have life spans of days or weeks at most. Therefore, when you look at
an expanse of land plants in the fall, you see all the growth they have made in
the growing season just finished in addition to what was already there when
growth started in spring; in other words, the year’s NP1 is all present before
you—or nearly all. Some twigs may have broken, some leaves may have fallen,
and some grass blades may have been grazed. But a sample of living plankters
will contain only what has been produced in the past few days or weeks; the rest
of the year’s NP1 is missing—it is either already dead or not yet born.

This also explains why the biomass of terrestrial vegetation is so much
greater—460 times greater—than the biomass of all living marine plants. On
land, plant material accumulates and persists; at sea it is transitory and quickly
disappears.

The volume of water inhabitable by phytoplankton is not so great as the
huge volume of the oceans at first suggests. Sunlight penetrates only the top-
most layer of the ocean, as we saw in chapter 6. The brightness of the light
drops off at increasing depths below the surface, quickly at first and then at an
ever decreasing rate.

Excessively strong sunlight inhibits photosynthesis.Therefore, going down
from the surface on a sunny day, to begin with the photosynthetic rate in-
creases as the light loses intensity. The rate reaches a maximum at the level
where the energy of the sunlight has decreased to about half of what it is at
the surface; the depth, in clear water, is between 2 and 3 m.12 At progressively
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greater depths, with the light growing dimmer and dimmer, the photosyn-
thetic rate decreases rapidly.13 Below about 10 m, the light is entirely blue, all
other colors having been absorbed (see chapter 6); the unabsorbed wave-
lengths are in the photosynthetically active wave band, however.

At the level where the energy in the sunlight has dwindled to about 1 per-
cent of its full intensity, the compensation level is reached. This is the level
where the rate at which energy is captured by photosynthesis balances the
rate at which it is lost by respiration. It is the level where, in terms of the es-
calator analogy, the climber is running up at the same rate as the escalator is
moving down. Consequently the NP1 is zero. The level may be deeper than
100 m in exceptionally clear water.

Now compare the volume of water occupied by photosynthesizing phyto-
plankton in very clear water with the volume of air occupied by evergreen
coniferous forest on fertile soil, given equal areas of the two contrasted ecosys-
tems. Rather surprisingly, the volumes occupied turn out to be about the same.
This is because their vertical extents are similar: photosynthesis takes place
only in the topmost 100 m of clear ocean water, and the average height of full-
grown coniferous trees is usually in the neighborhood of 100 m.

Before leaving the topic of primary production, it’s worth noting that not
all photosynthesis follows the formula for plant photosynthesis given at the
start of the preceding section. The word plant used there is not redundant; it
is used to distinguish the process from bacterial photosynthesis.14 This hap-
pens in deep, clear lakes, clear enough for some sunlight to reach the bottom.
So-called sulfur bacteria must be present; their habitat is deep  fresh water.
Oxygen must be wholly absent—it poisons them.And hydrogen sulfide, sup-
plied by decaying material in the mud of the lake bed, must be present. Given
these conditions, the bacteria create carbohydrate (CH2O), producing sulfur
(S) in place of oxygen (O2) as a by-product; the sulfur forms granules inside
the bacteria before being used in further reactions.

Except that it depends on a slightly different form of chlorophyll, the pho-
tosynthetic reaction appears similar to that in ordinary green plants, with sul-
fur taking the place of oxygen. The “crude” formulas for the two processes,
showing only the initial inputs and final outputs, and concealing pronounced
differences in the intermediate steps, are

CO2 + H2O + light energy ⇒ (CH2O) + O2 in ordinary plants
and

CO2 + 2H2S + light energy ⇒ (CH2O) + H2O + 2S in sulfur bacteria.
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Secondary Production: Energy Climbs the Food Chains

Solar energy captured and converted into chemical energy by photosynthesis
has merely begun its journey through the biosphere. It is in the “bottom link”
of innumerable food chains, along which are transferred the total energy re-
quirements of all the world’s animals.

The several links along a food chain are known as trophic (feeding) levels,
and all the species in an ecosystem belong to at least one trophic level. All the
world’s “vegetation”—green plants including seaweeds plus phytoplankton—
belongs to the first trophic level. The second trophic level comprises all the
herbivores, the third level all the carnivores that eat herbivores, and the fourth
level (when there is one) all the carnivores that eat the carnivores that eat the
herbivores. Carrion feeders, or scavengers, belong to the level they would oc-
cupy if they killed their prey for themselves.

Here are two representative examples of four-link chains: on the Atlantic
coast, seaweeds, forming level 1, are eaten by sea urchins (level 2), which are
eaten by lobsters (level 3), which are eaten by humans (level 4). On the sub-
arctic tundra, grass and seeds (level 1) are eaten by ground squirrels (level 2),
which are eaten by weasels (level 3), which are eaten by golden eagles (level
4).

All this is elementary, and far too simplified to be useful in working out the
energy budget of an ecosystem. In the first place, organisms at a high trophic
level often eat food from several lower levels: humans eat lobsters and sea
urchins and seaweed; golden eagles eat weasels and ground squirrels. It fol-
lows that humans and golden eagles—indeed, most “top” carnivores—belong
to two or three trophic levels: they are often called (with some exaggeration)
omnivores. It is even possible for a plant to occupy two levels. Some species of
plants (mistletoe is an example) have insufficient chlorophyll to photosyn-
thesize all the carbohydrate they need, and they obtain the rest of it by para-
sitizing other plants.Totally parasitic plants—for instance, coralroot orchids—
belong squarely in trophic level 2. They are herbivores.

Rarely, a food chain loops back on itself. For example, a pitcher plant per-
forms photosynthesis and so belongs to level 1. It also ingests the insects it
captures, making it a member of level 3 when it consumes plant-eating insects
and of level 4 when it consumes bloodsuckers like mosquitoes.

In working out the energy flow through ecosystems, all these fascinating
minutiae have to be disregarded. In devising an energy budget for an ecosys-
tem, trophic levels are the units considered, not specific groups of plants and
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animals. A particular trophic level, level 2 for example, does not consist of a
specifiable group of animal species that are confined to that level. Rather, it con-
sists of all the animals (and plants) whose food (energy) comes from level 1 in
a single step; that is, herbivores together with omnivores (such as bears) that
eat both plants and herbivores. Likewise, animals in level 3 derive their energy
from level 1 in two steps; and so on. Recall that level 1 is where solar energy is
first converted to the chemical energy that provides the energy in food.

The biomass belonging to level 1 in an ecosystem is the mass of all the pho-
tosynthesizing plants in the ecosystem.The biomass belonging to level 2 is the
sum of the biomasses of all the strict herbivores plus the proportion of the bio-
mass in carnivores that they obtained by eating plants; and analogously for
successively higher levels.

Once the data have been gathered, a flowchart patterned like that in figure
11.3 can be drawn, showing how energy is transferred in an ecosystem. Note
that the flow is upward. The chart applies equally well to a terrestrial or an
aquatic (marine or freshwater) ecosystem. Although in describing the chart
we speak of material objects such as plants, animals, food, and leftovers, in
every case these materials contain captured solar energy; whenever quantities
of biomass are measured, they can always be converted to joules or kilojoules.

The bottom panel of the figure shows a year’s events in trophic level 1.All the
living organisms at this level (they are all plants) are represented by the grass in
the drawing.The gross primary production yielded by the plants is shown by the
heavily outlined box labeled GP1. Note that the plants producing the GP1, or
most of them, are perennial and go on living to produce again in future years;
the perennial parts are not part of the GP1.As we saw earlier, the GP1 has three
components, shown by the small boxes enclosed in the large box: E1, the plant
tissues eaten by animals at level 2 and higher levels; A1, the additions—new
growth and offspring—gained by level 1; and R1, the loss due to respiration by
level 1. Note that E1 and A1 combined amount to the net production of level 1,
otherwise the net primary production NP1; also, that R1 + NP1= GP1.

Now consider the “crumpled” box, D1. It is the detritus (or “waste,” or “lit-
ter”) pertaining to level 1. It consists of old plant fragments such as fallen
leaves, broken twigs and branches, and any other bits of plants that grew in
previous years and became withered or detached this year; plus that fraction
of the year’s growth (A1)—leaves, twigs, bark, fruits, and seeds—left uneaten;
plus what has been eaten but not assimilated by animals at higher trophic lev-
els. In a word, it is level 1’s leftovers and higher levels’ feces, which contribute
nothing to any level in this food chain.
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Figure 11.3. Diagram of a three-level food chain (read it from the bottom upward). The code

letters are followed by the level’s number. The standing crops at levels 1, 2, and 3 are sym-

bolized by the grass, the rabbit, and the fox. Arrows lead from each symbol to an outer, par-

titioned box, GP (the gross production) and a “crumpled” box, D. The energy of GP is used

in three ways (the small, inner boxes): E, eaten by animals at a higher trophic level; A, added,

by growth and reproduction, to the biomass of the level that produced it; and R, lost through

respiration. D is detritus (“litter” or “waste”), destined to decay or burn in the future. Note

that A + E = NP, the net productivity of the level, and that A + E + R = NP + R = GP.



Leftovers don’t accumulate, however. They are the basis for other food
chains, called detritus food chains, to be considered further in chapter 12. It’s
impossible to emphasize too strongly the importance of detritus food chains
in cycling energy and materials through the biosphere. In any ecosystem, the
bulk of all production winds up as detritus. In this chapter we will do no more
than list some of the ingredients in the detritus of different levels.

Back to level 2 of the flowchart, the herbivores: the energy of the standing
crop of herbivores (represented here by the rabbit) comes from NP1; in other
words, all the energy at level 2 is one step removed from solar energy.This en-
ergy goes to the destinations shown: E2 is eaten by carnivores; A2 is the her-
bivores’ new growth, in the form of both increased size and offspring; R2 is
their loss from respiration. The detritus at this level, D2, consists of dead, not
yet decayed herbivore bodies, shed herbivore parts such as deer antlers, molted
hair and feathers, and the shed outer skins of growing invertebrates (crus-
taceans such as crabs and lobsters, metamorphosing insects, and many more);
also in D2 is undigested herbivore flesh and bones in the feces of carnivores.

Level 3 (represented by the fox) is the top level in this ecosystem, which ac-
counts for the absence of E3. In other respects, level 3 matches levels 2 and 1.
All the energy at level 3 is two steps removed from solar energy.

An interesting exercise for any naturalist is to visualize the flowchart for
an aquatic ecosystem, in either fresh or salt water.The diagram would look the
same except for the pictured organisms  representing each level. The ingredi-
ents of the detritus would be very different. It would also be apparent that ma-
rine ecosystems tend to have a larger number of trophic levels than terrestrial
ones and (if quantities were being measured) that the amount of energy dis-
sipated by respiration is greater in warm-blooded than in cold-blooded ani-
mals because the former have to generate heat to stabilize their temperatures.

Another contrast between marine and terrestrial ecosystems that would
emerge is a striking difference between the relative proportions of “produc-
ers” (level 1) and “consumers” (all levels above 1) in the two kinds of ecosys-
tems.15 In terrestrial ecosystems, the biomass of the consumers is only about
one thousandth of the biomass of the producers—land vegetation. In marine
ecosystems, the biomass of the consumers is about twenty times as great as
the biomass of the producers—seaweed and phytoplankton.

The striking difference between land and sea in their ratios of producers to
consumers is easy to visualize. About one-third of the world’s land surface is
forested, and another third is grassland; the biomass of all this vegetation is,un-
derstandably, orders of magnitude greater than the biomass of all terrestrial an-
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imals. The seeming abundance of consumers relative to producers in the ocean
is equally obvious to the mind’s eye. Except in a narrow zone near shore, the
producers consist of swarms of tiny phytoplankters floating in the illuminated
surface waters and seldom affecting its transparency to any noticeable degree;
most of the consumers are carnivorous fishes belonging to several trophic lev-
els, with the individual members of each level generally outweighing those at
lower trophic levels, which they prey on. The biggest animals are whales.

The reason for the difference between land and sea in the ratio of produc-
ers to consumers was explained above in a different context: recall that plant
material on land, especially trees, persists for decades or centuries, growing
bigger all the time; compared with trees, land animals—even bears and
moose—are  comparatively tiny and have life spans that rarely exceed twenty
years. At sea this order is reversed: plankters have life spans of days or weeks,
whereas fishes at the top of their food chains, and also whales, live and keep on
growing for many years.

Last, we come to the efficiency of energy transfer from each trophic level
to the one above it in an ecosystem. The subject has been studied in tremen-
dous detail, and not surprisingly the studies have supplied a torrent of nu-
merical measures of efficiency for numerous ecosystems.The efficiency of the
transfer from level 1 to level 2, say, is defined as the energy in GP2 measured
as a fraction of the energy in GP1, and correspondingly for transfers to suc-
cessively higher trophic levels.

To summarize the results for terrestrial ecosystems, it seems safe to say
that the efficiency at every step is roughly 10 percent or a bit more. If figure
11.3 were drawn to scale (it isn’t) each GP box would be one-tenth the size of
the one below it and ten times the size of the one above it. In marine ecosys-
tems, efficiencies may be considerably higher, in some transfers possibly as
high as 70 percent.16

Consider the efficiency with which trained, well-fed humans can perform
athletic feats; the efficiency is said to be as high as 30 percent.17 Admittedly,
we are dealing here with a few high-quality specimens of one species rather
than a whole trophic level; the athletes tested would belong to trophic levels 1
and 2 if they were meat-and-vegetable feeders, or to level 1 if they were strict
vegans. In any case, humans at their best appear to take up energy more effi-
ciently than the average for other terrestrial organisms, but much less effi-
ciently than some marine organisms.
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12 FURTHER TRAVELS OF 
ENERGY IN THE BIOSPHERE

Captured Solar Energy: Its  Final  Destination

As we saw in chapter 11, nearly 2 billion billion (2 × 1018) kJ of
solar energy are captured each year by photosynthesizing plants.

What becomes of all the captured energy? Some of it trav-
els from plants to herbivores and on to carnivores, up a number
of familiar food chains, and is partly dissipated by respiration at
each level. But what happens to the rest—the energy still un-
used when the animals at any level of a food chain die?

The bulk of the captured energy, in any case, never gets be-
yond the lowest level of a food chain: enormous quantities of
vegetation die without being eaten.Where, then, does all the en-
ergy in the dead vegetation go?

The answer to both questions is the same: the energy
trapped in dead organisms, whatever their trophic level, is ulti-
mately released by decay or by burning. One or the other—
decay (more formally, decomposition) or burning (combus-
tion)—terminates the temporary existence of the organic
molecules that living matter consists of: the organic molecules
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are broken down to inorganic ones, preponderantly carbon dioxide and water,
and the chemical energy stored in them is liberated.At the same time, oxygen
is used up. In other words, the photosynthetic reaction described in chapter 12
happens in reverse, thus:

CH2O + O2 ⇒ CO2 + H2O + energy.

Here CH2O is shorthand for carbohydrates in general and represents the or-
ganic molecule being broken down.1 With inconsequential changes, the for-
mula could be adapted to describe the breakdown of any organic molecule.

The important point is that the quantity of energy liberated when organic
matter is destroyed is always exactly equal to the  quantity of solar energy
used to create it. This is true irrespective of whether combustion or decompo-
sition brings about the disintegration. Combustion, as in a forest fire, usually
happens fast, so that a large proportion of the energy released is free energy
(see chapter 10). Decomposition is slow; much of the energy released is at a
low temperature—it is entropy. We must next consider what causes decom-
position: How does it happen?

Detritus Food Chains

Decomposition is the consumption of dead plant and animal matter by the
many kinds of bacteria and molds that feed on it; these bacteria and molds,
known collectively as decomposers, use dead organic material as their energy
source. Decomposers, as a group, belong to food chains of their own, distinct
from (though linked to) the familiar plants-herbivores-carnivores food chains
we considered in chapter 11. The decomposers’ food chains are known as de-
tritus food chains. Like “ordinary” food chains, they transfer chemical energy
from one group of organisms to another in a series of steps. Although the or-
ganisms concerned are for the most part microscopic, the energy they trans-
fer is considerable.

Large amounts of detritus—dead organic material—can be found lying
around nearly everywhere you look (the cautious “nearly” is to exclude
deserts, and also concrete and other synthetic surfaces). Its presence is too ob-
vious for comment; it attracts attention only when we have to rake fallen
leaves or scramble over downed trees.

The bulk of detritus consists of dead plant material. If we exclude vegeta-
tion that happens to be consumed by fire, about 90 percent of all plant mate-
rial becomes detritus;2 either the plants die or else they are eaten and excreted
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undigested in herbivores’ feces. All dead, uneaten animal remains become de-
tritus too. It is the material at the bottom of every detritus food chain, and its
energy, stored as the chemical energy in organic molecules, is ultimately de-
rived from the sun. In terms of trophic levels, detritus is to a detritus food
chain what living vegetation is to an “ordinary” food chain.

Some of the energy in detritus is dissipated in the life processes of the bac-
teria and molds that consume it. But a lot of the energy is passed on when the
decomposers themselves are eaten by larger organisms, known as detritivores.
Typical detritivores are beetle grubs feeding on rotting (that is, decomposing)
wood, maggots feeding on rotting meat, immature aquatic insects feeding on
“drowned” leaves at the bottom of still water, and clams feeding on detritus
particles in salt water. The detritivores appear to be eating dead food; in fact,
they are eating the decomposers together with some of the incompletely rot-
ted organic material softened by the decomposers. Many of the detritivores
are themselves eaten, perhaps by insect-eating birds, perhaps accidentally by
grazing mammals. When this happens the energy is transferred into an ordi-
nary, macroscopic food chain at one of the carnivore levels. The matter con-
taining the energy becomes flesh, and in due course, dead flesh; that is, it be-
comes detritus again, at the starting point of another detritus food chain. Any
given organic molecule may cycle through macroscopic food chains and detri-
tus food chains alternately, over and over again, before ultimately disinte-
grating to carbon dioxide and water.

All these seemingly negligible natural events are not negligible at all when
taken together as transfers of energy. Bacteria “consume almost everything in
their environment . . . [and] reproduce more rapidly than other living organ-
isms.” This makes them “a major source of energy for other consumers.”3 If
we disregard fires, then bacteria and molds are the final dissipaters of captured
solar energy. The energy has to go somewhere, and only a minute fraction of
it goes into long-term storage in fossil fuels—coal and oil—and into short-
term storage as peat.

Detritus food chains are as important in the ocean as on land. Huge num-
bers of plankters—both green phytoplankters and the zooplankters that feed
on them—escape being eaten by larger organisms and simply die; the result is
a rain of tiny bodies  sinking slowly through ocean waters nearly everywhere.
They are the detritus of the ocean, and they form the base of marine detritus
food chains.

The chemical energy in an organic molecule lasts for as long as the mole-
cule lasts, from its creation to its disintegration.The lifetime of a carbohydrate
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molecule, for instance, starts with its “birth,” energized by sunlight, and ends
with its “death” by bacterial decomposition or fire; its lifetime may be a few
seconds or millions of years. Consider the extremes.When fire destroys grow-
ing grass, some of the energy liberated must have been captured only seconds
before. When bacteria decompose the last sliver of wood from what was once
an ancient rain-forest tree, the final molecules to disintegrate may have ex-
isted for thousands of years, first while the tree was alive and then as it grad-
ually decayed.4 The tiny fraction of detritus fossilized to form coal and oil can
persist with its energy intact for millions of years; some of the energy is dis-
sipated when the fuel is burned by humans; as for the rest, all we can say is
that it won’t outlast the planet.

Energy without Sunlight

As we’ve noted before, nearly all living things obtain their energy, directly or
indirectly, from the sun. Here we consider the organisms that the word nearly
excludes. They are bacteria that obtain their energy as chemical energy, direct
from inorganic molecules—from molecules of mineral origin. They don’t
need the energy of light, which means they can function in the dark. The
process is called chemosynthesis to differentiate it from photosynthesis.5 Both
kinds of synthesis require two things—a source of energy and a source of car-
bon. The difference between them is in the energy source; the carbon source
is the same, carbon dioxide in air or carbonate in water. Both kinds of synthe-
sis “fix” carbon.

The discovery that organic molecules—the molecules living organisms are
made of—could be synthesized in the absence of  chlorophyll, by a process
other than photosynthesis, was one of the giant steps in nineteenth-century
science. It was made by the Russian biochemist Vinogradsky, who, inexplica-
bly, has not achieved the widespread fame he deserves.6

He wrote, “[Chemosynthesis] is contradictory to that fundamental doc-
trine of physiology which states that a complete synthesis of organic matter
cannot take place in nature except through chlorophyll-containing plants by
the action of light.”7 He discovered that, on the contrary, some bacteria can
gain the energy they need for growth and reproduction by oxidizing inorganic
compounds.

One species of bacteria that does this is Thiobacillus oxidans; members of
the species are the bacteria responsible for acid mine drainage. They oxidize
sulfur compounds such as the mineral pyrite (otherwise known as iron sulfide
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or fool’s gold) to sulfuric acid and in so doing liberate the energy they require
to synthesize the organic molecules necessary for life and growth. Another
sulfur compound they often oxidize is the “rotten egg” gas, hydrogen sulfide.
Thiobacillus oxidans and other so-called iron bacteria also oxidize iron; the re-
action they cause is the same as rusting, which, as we saw in chapter 10, is an
exothermic (energy yielding) reaction. Various species of iron bacteria live in
the water of acid bogs, where they oxidize dissolved forms of iron, leaving the
rust-colored coating (indeed, it is rust) often found on the bottom of bog pools
when they dry up.8

Another group of chemosynthetic bacteria are the nitrifying bacteria that
live in the soil. Some species obtain their energy by oxidizing ammonia to ni-
trite and others by oxidizing nitrite to nitrate.9

Note that chemosynthesizing bacteria use the chemical energy they cap-
ture in the same way that photosynthesizing plants use the light energy they
capture. In both cases the energy is used to fix carbon and create organic mol-
ecules.Then, while they live, the bacteria (like the plants) break down some of
the organic molecules to release energy for life processes. Some bacteria (not
all) do  this by ordinary respiration.

Chemosynthetic reactions are crucial to the growth of plants; they ensure
that plants get the nitrogen they must have in a form they can use. The en-
ergy transfers involved are small, however: chemosynthesis is relatively
unimportant from the energy point of view—on our planet at any rate. This
is because the bacteria concerned (apart from those that live in soil) tend to oc-
cupy uncommon, sulfur-rich habitats in pitch darkness. Some examples:“cold
seeps” on the seafloor, where cold water with sulfides and other chemicals dis-
solved in it seeps up at depths where sunlight can’t penetrate;10 oil seeps on
the sea floor, also at dark depths;11 and the hot, sulfurous waters of deep-sea
hydrothermal vents.12

The characteristic of chemosynthesis that makes it noteworthy in the con-
text of “bioenergy” is that, as Vinogradsky proved, it does not come from sun-
light. Chemosynthesis could conceivably be the fuel of life on planets not con-
stantly bathed in strong sunlight as the earth is. To regard a habitat as
“unusual” because it is poorly represented on earth is a geocentric prejudice.

Rocks Built  by Sunlight

As we have just seen, certain bacteria use minerals as fuel. In striking contrast
are other tiny organisms that use solar energy to build rocks. Biological “rock

135f u r t h e r  t r a v e l s  o f  e n e r g y  i n  t h e  b i o s p h e r e



building,” the topic we come to now, is the direct opposite of chemosynthesis:
whereas chemosynthetic bacteria use rocks to build life, rock-building organ-
isms use the products of photosynthesis to build rocks; the rocks are known as
biominerals.

Familiar examples are coral reefs and those limestones that consist of the
shells or skeletons of billions of microscopic organisms. Less abundant are
flints and cherts, rocks formed from the silica skeletons of microscopic diatoms
and radiolarians (fig. 12.1).
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Figure 12.1. Four microscopic organisms whose hard parts accumulate to form rocks: (a) the

coccolithophore Emiliana huxleyi (the covering scales are coccoliths); (b) a diatom; (c) a

foram; (d) a radiolarian.



First consider coral. The individual organisms in living coral are tiny
polyps—miniature versions of sea anemones, to which they are closely re-
lated.The polyps secrete the mineral calcite (limestone) and use it to construct
cup-shaped external skeletons for themselves. Usually the polyps live in
closely packed colonies, with the walls of the cups fused together. When the
polyps are dead, the solid masses of calcite skeletons are coral rock—a bio-
mineral.

While they are alive the polyps feed like sea anemones, grasping their
prey—mostly plankton animals and minute crustaceans—with their tenta-
cles. Nearly all the coral living in shallow seas where sunlight penetrates have
plantlike, photosynthesizing green cells living inside the polyps. The green
cells are not part of the polyps; they are separate organisms living in a symbi-
otic partnership that benefits both. The green cells benefit by being protected
from predators, and the polyps benefit because the green cells’ photosynthe-
sis absorbs and disposes of surplus carbon dioxide.

Next consider chalk, another form of limestone consisting of the skeletons
of other tiny marine organisms. The skeletons collect on the sea floor as cal-
careous ooze, which, if it is free of sand, eventually hardens to chalk, a soft,
pure white rock. Chalk occurs as long ranges of hills in southeastern England
and northeastern France, and where the hills have been cut through by the
English Channel, the chalk is exposed as the famous white cliffs of Dover.
Chunks of flint, formed from the siliceous skeletons of diatoms and radiolar-
ians, can be found embedded in the chalk.

The most vigorous calcite producers are certain microsocopic phytoplank-
ters known as coccolithophores. They secrete coccoliths, tiny, intricately pat-
terned calcite “scales” that coat the outside of each phytoplankter’s cell wall,
presumably functioning as protective armor (see fig. 12.1). After the living
cells that bore them die, the coccoliths are all that remain, and they are often
the most abundant ingredients in calcareous ooze. Other organisms that con-
tribute to the ooze are foraminifera (forams for short), and the rudimentary
shells of “sea butterflies” or pteropods, small mollusks often found in great
numbers in the surface waters of the oceans. (Note that calcareous ooze can ac-
cumulate only at depths less than 4.5 km; below that level, calcite dissolves.)

The link between solar energy and chalk has been most clearly revealed in
studies of living coccolithophores of the species Emiliana huxleyi, known to
oceanographers everywhere as Ehux.13 As members of the plankton, they
float in the uppermost layer of the ocean, where the sunlight they need for
photosynthesis can reach them.They sometimes occur in immense “blooms,”
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the consequence of population explosions.A bloom colors the sea turquoise in
huge, irregular patches; the patches may be larger in area than 100,000 square
kilometers (the size of England), and they show up conspicuously in photos
taken from space.

The way photosynthesis—hence solar energy—affects coccolith formation
has been discovered by observing the process while it is happening.14 When
calcite crystallizes in the absence of Ehux, the crystals are plain rhomboids, in-
dependent of one another. But when calcite crystallizes inside an Ehux cell, the
process is controlled by giant carbohydrate (polysaccharide) molecules, pro-
duced by photosynthesis; the particular polysaccharide involved is struc-
turally “one of the most complicated ever described,”15 and by binding to the
growing calcite crystals it controls the pattern they construct.The result is the
formation of coccoliths, each a symmetrically patterned, perforated structure
only a few micrometers in diameter.The buoyant Ehux cells bearing them are
eaten by copepods—minute crustaceans in the plankton—and excreted in the
copepods’ feces, which sink to the bottom, where they carpet the seafloor over
immense areas. In time (millions of years), these carpets of calcite ooze will
undoubtedly become chalk cliffs.

To summarize: A variety of rocks are biominerals, consisting of the skele-
tal remains of microscopic organisms. Four groups of these organisms are es-
pecially noteworthy—coccolithophores, forams, diatoms, and radiolarians. Of
these, the first two secrete calcite (which forms ordinary limestone and chalk)
and the second  two secrete silica (which forms chert and flint). Two of the
groups (coccolithophores and diatoms) contain chlorophyll, enabling them to
photosynthesize; the other two (forams and radiolarians) are animals, some-
what like amoebas with external “skeletons,” which obtain their solar energy
at second hand. In all four groups, the hard parts are intricately structured and
sculpted into astonishingly beautiful forms (see fig. 12.1); they have been
called “the miniature jewelry of the abyss.”16

Energy, originally from the sun, goes into the construction of these “jew-
els” and is stored in their elaborate geometrical structures. When the struc-
tures are crushed, the structural energy is dissipated.This is a microscopic ver-
sion of what happens when big rocks are broken by weathering, as we saw in
chapter 9. Many of the microscopic skeletons remain undamaged or only
slightly damaged within the rocks; it is difficult to foresee how the energy they
still hold will ultimately be dissipated.
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13 THE W A R M T H  O F  T H E  E A R T H
NUCLEAR REACTIONS SUSTAIN ALL LIFE

Heat from Solar and Terrestrial  Sources

Up to this point we have considered energy originating in the
sun. Think of the atmosphere: all the winds, from light airs to
hurricanes, are energized by the sun’s heat.Think of the oceans:
ocean currents wouldn’t flow were it not for the sun’s heat.
Think of living things: almost all depend on the energy of sun-
light captured by photosynthesis (the exceptions are some
species of bacteria mentioned in chapter 12). Heat from the sun
causes surface water to evaporate, giving rise to clouds yielding
rain and snow, which nourish rivers and lakes. Flowing water,
aided by wind and wind-driven waves, causes erosion, which
shapes the face of the earth.

Not all the earth’s energy comes from sunlight, however. A
small fraction—one part in four or five thousand—comes from
the earth’s internal heat. This is the energy that shifts tectonic
plates and that powers earthquakes and volcanoes. It heats rocks
to temperatures high enough to change them to metamorphic
rocks—limestone to marble, for example, and granite to schist.
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It drives the circulation of liquid iron in the earth’s core, which makes the
whole earth a magnet. It heats hot springs and geysers.

If the sun were suddenly to disappear, the atmosphere and oceans would
become silent and still; the oceans would freeze solid, except where submarine
hot springs (hydrothermal vents) emerge in the depths; every living thing on
the planet’s surface would die. At the same time, hot springs would continue
to bubble up from the earth’s interior; tectonic plates would continue to drift,
volcanoes to erupt, and earthquakes to shake our planet. Rocks would still be
metamorphosed, and the earth would still be a magnet.

All these energetic events would keep happening even though the energy
from inside the earth is, as noted above, four or five thousand times less than
the solar energy coming to us from outside. Both kinds of energy eventually
leave the earth by radiation skyward: earth’s heat does not accumulate. Solar
heat is radiated back into space, while the internal heat, what little there is of
it, escapes through the surface and is gone forever.

Let’s see how these two radiation rates, measured in watts per square meter
(W m−2) of radiating surface, compare with a couple of other, easily visualized
radiation rates, those of a 100-watt lightbulb and a clothed human body. We
now have four radiation rates to consider, measured at the surfaces of the ob-
jects concerned. Listing them from greatest to least, they are: for the light and
heat from the 100-watt lightbulb, about 2,000 W m−2; for the sunlight reradi-
ated from the earth, 340 W m−2; for the internal heat radiated from the earth,
0.08 W m−2; and for the warmth radiated from a clothed person on a very cold,
windy winter day,1 0.002 W m−2.

Note how the radiation rates of the small objects (the lightbulb and the per-
son) bracket the rates at which the earth radiates its two kinds of energy (ex-
ternal and internal). The surface of a 100-watt lightbulb is obviously much
hotter, and is radiating much faster, than the surface of the ground. Also (al-
though this is less obvious), the clothes of a person exposed to a bitter winter
wind are colder, and are radiating more slowly, than the surface of the ground.
In short, if you dress warmly and keep your clothes on, you will lose your
warmth more slowly than the earth loses its warmth.

Atomic Nuclei : The Source of  All  Energy Heats the Earth

We now inquire how the sun’s heat and the earth’s internal heat come into ex-
istence. Nuclear reactions are the most important cause, nuclear fusion in the
case of the sun, and radioactivity of a type that can, broadly speaking, be called
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nuclear fission in the  case of the earth. In fact “the energy involved in almost
all natural processes can be traced to nuclear reactions and transformations.”2

Fusion is the principal source of the sun’s heat, and fission is the principal
source of the earth’s; these are the heat sources we consider in this chapter.
Both the earth and the sun also have another supply of heat: the heat remain-
ing from the time of their formation about 4.5 billion years ago, some of which
still remains (see chapter 14).

A digression on the basics of atomic structure is necessary here. As is well
known, an atom consists of an exceedingly small nucleus surrounded by a
“swarm” of even smaller electrons, moving in a comparatively large space
centered on the nucleus. Each electron has a negative electrical charge, and the
nucleus contains an equal number of positively charged particles (protons),
making the whole atom electrically neutral. Every chemical element is distin-
guished from all the others by the number of electrons it has. An atom of hy-
drogen, the lightest element, has a single electron; an atom of uranium, the
heaviest naturally occurring element, has ninety-two (still heavier elements,
with more electrons, have been created artificially).

So far, so good. We are about to consider events in the nuclei of atoms,
which, as we shall see, are many orders of magnitude more energetic than
chemical reactions of the kind considered in chapter 10.Those reactions—pho-
tosynthesis and combustion, for instance—involve only the electron swarms
of the participating atoms: the atomic nuclei take no part.

The tremendous energy contrast between ordinary chemical reactions and
nuclear reactions cannot be overemphasized.The contrast becomes somewhat
easier to appreciate when you compare the relative sizes of atoms and nuclei.
Most of the volume of an atom is the space occupied by the electrons, so most
of an atom’s volume is empty space. The volume of a carbon atom, for in-
stance, is about 2.5 × 10−24 ml (one milliliter is about the volume of a sugar
cube). If the carbon atom were represented by a globe the size of the earth, the
nucleus would be a ball at the center with  diameter less than 100 m.

The contrast in sizes shows that there must obviously be a corresponding
contrast in densities.The density of a solid object such as a pebble is its mass di-
vided by its volume, with the measured volume including all the empty space
in every atom. Nuclear material lacks empty space, making its density approx-
imately one hundred trillion times greater. In fact, nuclear density is about a
quarter of a billion metric tons per milliliter (more precisely,2.4 × 1017 kg m−3).3

The inconceivably high density of an atom’s nucleus makes it intuitively
reasonable to suppose that the nucleus is held in one piece—or, to look at it the
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other way round, prevented from flying apart—by unimaginably strong
forces. Intuition is correct: the bonds holding an atom’s nucleus together are
tens or hundred of millions times stronger than the chemical bonds described
in chapter 10, which hold the atoms in a molecule together.This pent-up force
is potential energy waiting to be liberated. As we have noted already and will
now consider in more detail, the liberation is brought about by nuclear fission
in the earth’s interior and by nuclear fusion in the sun. The energy is known
as the binding energy of the nucleus.

The Binding Together of  Nuclear Particles

Before going further, we must consider what it is that is bound: What kind of
elementary particles are held together in an atom’s nucleus? The answer is
protons and neutrons. Each has a mass close to two thousand times the mass
of an electron.4 Every proton carries a single positive charge of electricity, ex-
actly balancing the negative charge of an electron; neutrons are electrically
neutral. Protons and neutrons together, known jointly as nucleons, are the
particles that make up nuclei.

The number of protons in the nucleus of any given element is the same as
the number of electrons swarming around the nucleus, as we noted above.The
number of neutrons varies, from zero in a  common hydrogen atom (whose
nucleus consists of a single proton) to 146 in the commonest form of uranium.
In the nuclei of light elements, such as calcium and carbon, the protons and
neutrons in the nucleus are equal in number, but in heavier elements neutrons
outnumber protons; in the uranium atom, the number of neutrons is more
than 50 percent greater than the number of protons.

It often happens that not all the atoms of a given element have the same
number of neutrons in the nucleus, even though they all have the same num-
bers of protons. For example, the number of protons in the nucleus of every
atom of chlorine is 17, but the number of neutrons is not the same in every
nucleus: about 75 percent of them have 18 neutrons, for a total of 35 nucleons;
the rest have 20 neutrons, for a total of 37 nucleons.These are the two isotopes
of chlorine, known respectively as chlorine-35 and chlorine-37 (or by the
symbols 35Cl and 37Cl).The isotopes of uranium are known by name to every-
body who has read about atomic bombs and atomic energy; the familiar ones
are uranium-235 (with 235 nucleons comprising 92 protons and 143 neu-
trons) and the far more abundant uranium-238 (with 92 protons and 146 neu-
trons). Carbon has three isotopes: about 99 percent of all carbon is carbon-12,
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1 percent is carbon-13, and a very tiny fraction, far too small to be recorded as
a percentage, is carbon-14. Their nuclei all have 6 protons and 6, 7, or 8 neu-
trons respectively.

This digression on isotopes is a necessary preliminary to the statement that
the binding energy of a nucleus depends on the number of nucleons it con-
tains. The strongest of all nuclei—those with the greatest binding energy per
nucleon—are those of iron-56, which have 26 protons and 30 neutrons. They
are the most stable nuclei, more stable than either lighter ones or heavier ones.
The reason a nucleus of intermediate size is held together more strongly than
smaller or larger nuclei will become clear in a moment, when we consider the
nature of the force holding nucleons together. The force does not act in the
same way as the force governing the behavior of larger objects when they are
electrically charged.

As everybody who has been infuriated by static cling knows, two electrical
charges of the same sign—two positive charges or two negative charges—repel
each other, whereas two unlike charges—one positive and one negative—at-
tract each other. This leads one to expect that an atom’s nucleus would auto-
matically fly apart, because all its charged particles are positively charged pro-
tons. It doesn’t because it is held together by a vastly more powerful force, the
strong interaction between elementary particles.This strong force holding par-
ticles together overwhelms the much weaker electrical force that drives simi-
larly charged particles apart; but it acts only over short distances—exceedingly
short distances, a trillionth of a millimeter (10−15 m) or less. If a nucleus is
smaller than this in diameter, then every one of its particles is attracted to every
other by the strong interaction; therefore the more numerous the particles and,
consequently, the more numerous the pairwise strong interactions, the more
strongly the nucleus as a whole is held together. In brief, the bigger the
stronger, but only up to a limit. If a nucleus consists of so many nucleons that
its diameter exceeds the range of the strong interaction, some of its protons will
be spaced far enough apart to repel each other by electrical force. The largest
nucleus in which every nucleon is attracted to every other by the strong inter-
action is (as you will have guessed) iron-56. Nuclei larger than this are in-
creasingly unstable. The heaviest nucleus to occur naturally is uranium-238.

Nuclear Fusion: E = mc2

We have reached the stage (at last) where we can describe nuclear fusion and
(in the following section) nuclear fission and comprehend the source of the en-
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ergy these two nuclear events liberate. What happens is shown diagrammati-
cally in figure 13.1: the upper panel shows fusion, the lower panel fission.

Fusion occurs when two lightweight nuclei happen to come so  close to each
other that the strong interaction pulls them together, overcoming their ten-
dency to repel each other because both are positively charged electrically.They
combine to form a larger nucleus.The larger nucleus (the product nucleus) has
a slightly smaller mass than that of the two nuclei (the reactant nuclei) that
combined to form it. The seemingly vanished mass hasn’t really vanished,
however; it has been converted into energy, in accordance with Einstein’s fa-
mous formula, E = mc2. E is the energy, measured in joules; m is the mass, in
kilograms, that has “gone missing”; and c is the velocity of light, 300 million
meters per second or, in scientific format, 3 × 108 m s−1.

The fusion of a pair of nuclei of “heavy hydrogen” will serve as an exam-
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Figure 13.1 (a) Nuclear fusion. (b) Nuclear fission. Masses are shown black, and energy is

shown stippled. In each figure the total mass to the left of the arrow, showing the reactant(s),

exceeds the total amount to the right, showing the product. The excess mass is liberated as

energy. In both cases the loss of mass is exaggerated for clarity.



ple.5 Heavy hydrogen (also called deuterium) is an isotope of ordinary hydro-
gen: whereas an atom of ordinary hydrogen has a single proton for its nucleus
(its symbol is 1H), heavy hydrogen has a nucleus of two nucleons, a proton and
a neutron (its symbol is 2H). When two of these heavy hydrogen nuclei col-
lide, they combine to form a single nucleus of helium, which has four nucle-
ons (two protons and two neutrons); its symbol is 4He. The combined mass of
the two reactant nuclei is 6.68901 × 10−27 kg, and the mass of the product nu-
cleus (helium) is 6.64649 × 10−27 kg.6 The mass of the product is therefore
0.04252 × 10−27 kg less than the mass of the reactants. This is the number to
be substituted for m in the “famous formula”; c2 is 9 × 1016 m2 s−2. It takes
only a pocket calculator to confirm that E = mc2 = 3.827 × 10−12 J. Finally, we
convert joules to electronvolts (1 J = 6.24 × 1018 eV; see chapter 10), as the
more convenient units for measuring such minuscule amounts of energy.The
answer is E = 24 million electron volts, written 24 MeV, per nucleus of helium.

This is the energy liberated when two heavy hydrogen nuclei combine to
form a helium nucleus, and it is also the bonding energy of the helium nu-
cleus. To split a helium nucleus into two heavy hydrogen nuclei, you would
have to supply 24 MeV to get the job done. The 24 MeV you provide would
become converted into mass—the  mass by which two heavy hydrogen nuclei
exceed the mass of a single helium nucleus. Whichever way the reaction goes,
fusion or fission, the mass-plus-energy (or mass-energy for short) is the same
at the end of the reaction as it was at the beginning: it is conserved. This is an
informal statement of the law of the conservation of mass-energy, which re-
placed two famous nineteenth-century laws: the law of the conservation of
mass and the law of the conservation of energy.

Note that the bonding energy of a helium nucleus, namely 24 MeV, is more
than 5 million times the energy needed to separate the two hydrogen atoms
forming a hydrogen molecule, which, as we saw in chapter 10, is 4.5 eV. This
is a good example of the tremendous difference between the energy holding a
nucleus together and the energy holding the atoms in a molecule together.

On a more “human” scale, we can say that the fusion energy obtainable
from 150 milligrams of heavy hydrogen (picture a 500 milligram vitamin C
tablet for comparison) is about the same as the combustion energy produced
by burning 2,700 liters of gasoline.

Nuclear fusions do not happen naturally on earth (their unnatural occur-
rence is considered in chapter 19). This is because natural conditions on earth
never allow a pair of nuclei to come close enough to each other for the strong
interaction force to take hold and drive them together. Collisions between nu-
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clei happen only in environments where the temperature and pressure are, lit-
erally, out of this world; they happen in the interiors of stars, including the
sun.The fusion of pairs of heavy hydrogen nuclei to form helium nuclei is, in-
deed, the sun’s chief source of energy.The whole reaction has a few more steps
than the simple fusion described in detail above, because the sun’s “ordinary”
hydrogen must first be converted to heavy hydrogen. The principle is the
same, however, and the energy liberated per helium nucleus formed is a little
more: it is 24.7 MeV.7

Bear in mind that though nuclear fusion never happens naturally on earth,
it provides practically all the energy we have. It happens in the sun. “Home-
grown,” locally produced energy  amounts to only one part in four or five
thousand of the total energy that keeps the earth going, as we noted at the be-
ginning of this chapter. Most of it is produced by nuclear fission.

Nuclear Fission: E = mc2 Again

Nuclear fission takes place when a heavy nucleus splits into two or more prod-
uct nuclei. The combined mass of the product nuclei falls short of the mass of
the reactant nucleus (the one that split), and the vanished mass instantly be-
comes energy.

As an example, let’s compute the energy liberated when a nucleus of ura-
nium-235 splits into one nucleus of strontium-90 and one nucleus of cerium-
144 plus a neutron (there are also four leftover electrons).8 The mass that “dis-
appears” amounts to 0.3561 × 10−27 kg. Applying the formula E = mc2 shows
that this mass becomes 32.05 × 10−12 J, or about 200 MeV. This is the energy
liberated by the fission of one uranium-235 nucleus.

The arithmetic is straightforward, but where and why does nuclear fission
happen? The question has two answers: First, it happens naturally and spon-
taneously, in radioactive elements contained in the rocks the earth is made of.
This naturally occurring nuclear fission is what maintains the warmth of the
earth’s interior, keeping the tectonic plates in motion, causing mountains to
rise up, and driving a variety of other natural processes.

Second, it can be made to happen, unnaturally fast, by technological means.
“Atomic” bombs, of the kind first used in war in 1945, get their energy from
nuclear fission that is caused to happen in a confined space and at a tremen-
dously rapid rate. (In contrast, “nuclear” or “hydrogen” bombs are powered
by nuclear fusion.) Controlled nuclear fission, proceeding at a more leisurely
pace, is the energy source in current atomic power stations.
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Unnatural nuclear fission is discussed in chapter 19. Here we consider how
natural nuclear fission warms the earth.The nuclei of several elements are in-
volved.9 The fissions responsible differ  from the example already described in
that the nuclei resulting from the split are very unequal in size. In the fission
we’ve already considered, a nucleus with 235 nucleons split into nuclei with
90 and 144 nucleons plus one “spare” neutron. By contrast, in the fissions
whose energy warms the earth, a heavy nucleus splits unequally: one of the
product nuclei is a helium nucleus with 4 nucleons (2 protons and 2 neutrons),
and the other is a nucleus only 4 units lighter than the original.

Fission of this kind—the splitting off of a lightweight helium nucleus from
a heavy nucleus—is known as radioactive α-decay (α is the Greek letter
alpha); it is one kind of radioactivity. There are other kinds as well, namely β-
decay and γ-decay, but they add negligibly to the earth’s interior heat, the topic
that concerns us here. Radioactive α-decay isn’t a typical example of nuclear
fission because the products of the fission are so unequal in size. It is called 
α-decay because radioactivity was discovered, and its different forms named,
years before it became clear that the α-particles emitted in radioactive α-decay
are identical with the nuclei of helium atoms. Indeed, the terms “α-particle”
and “helium nucleus” mean the same thing.

The nuclei whose splitting contributes most to the earth’s heat are two iso-
topes of uranium (uranium-238 and uranium-235) and one of thorium (tho-
rium-232). A single nucleus of any of these splits repeatedly, hiving off a he-
lium nucleus and releasing energy at each split, before winding up as a stable
nucleus immune to further splitting. Electrons in the space controlled by the
nucleus are also lost, so that the final, stable nucleus differs chemically from
its “ancestor” nucleus as well as having fewer nucleons.

Thus a nucleus of uranium-238 splits off 8 helium nuclei in succession, for
a loss of 32 nucleons in all; it also changes chemically, becoming an isotope of
lead, namely lead-206. In similar fashion, a nucleus of uranium-235 loses a
total of 7 helium nuclei before reaching stability as a different isotope of lead,
this time lead-207.Thorium-232 loses 6 helium nuclei and becomes lead-208.

The time intervals between successive fissions are a matter of chance; they
are intrinsically unpredictable. Some of the nuclei persist for millennia, oth-
ers for less than a second.

These three “decay” processes provide most of the earth’s internal heating
at present. The three “fuels” (uranium-238, uranium-235, and thorium-232)
are, of course, in the process of being consumed—used up—as surely as,
though more slowly than, fossil fuels like coal and oil are being used up by hu-
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mankind. What’s more, the natural process is unstoppable. It also follows that
the quantities and the relative proportions of the different radioactive ele-
ments in the earth are continuously changing through geologic time; some
that were present in the distant past have already been used up. More on the
subject in chapter 14.

In the meantime, it’s worth reemphasizing that practically all the energy
available on earth comes from nuclear reactions of one kind or another. Nu-
clear fusions in the distant sun are the most lavish source. Nuclear fissions,
deep underground where the sun’s warmth cannot penetrate, continuously
heat the earth’s interior and energize the many processes always going on
there.
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14 THE E A R T H ’ S  I N T E R N A L
E N E R G Y

The Earth’s  Layered Structure

The interior of our earth is full of heat, noise, and movement—
in a word, it is brimming with energy. To understand what is
happening, we must consider the earth’s structure; it consists of
several layers in the form of spherical shells surrounding a core;
the layers differ from each other chemically and physically.

Figure 14.1a shows a section of how the earth would appear
if it were sliced open through the center; figure 14.1b is an en-
largement of the outermost part showing more detail. Each
layer is named, and as the caption explains, the shading shows
whether it is solid, liquid, or ductile (plastic). A ductile material
behaves like glacier ice or like glass: it breaks cleanly in response
to an abrupt force, but when acted upon by a long-lasting, slow-
acting force it gradually becomes distorted so that it “creeps,” or
flows, exceedingly slowly. Figure 14.1a also shows the temper-
ature at various depths.The information in the diagrams can be
absorbed at a glance, but discovering it has taken years of re-
search. Much remains to be learned, and investigations con-
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tinue: new discoveries are made frequently and new data recorded; methods of
observation are being refined, and theories modified. What we are about to
consider is very much work in progress.

The knowledge figure 14.1 is based on has, for the most part, been obtained
by recording the speed at which seismic waves pass through the earth for var-
ious distances. Sometimes the seismic waves caused by earthquakes are used,
and sometimes (since the 1960s) the waves caused by nuclear explosions. The
time it takes for seismic waves to travel from their point of origin to the point
where they are recorded depends, obviously, on the distance they travel and
also on the temperature of the rock they travel through. Waves travel more
slowly through hot, soft rock and more quickly through comparatively cool,
hard rock. The waves seldom travel in straight lines; they are variously re-
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flected and refracted whenever they encounter temperature changes. Not sur-
prisingly, data interpretation is difficult.

Let’s assume that all the difficulties have been solved and take a brief look
at the current state of knowledge, realizing that revisions and extensions are
coming all the time. Then we can ask, and try to answer, how and where en-
ergy is generated and (in the succeeding chapter) how it is ultimately dissi-
pated. Generation and dissipation are equally important.

Now for the earth’s structure: simplifying matters considerably, the layers,
from the surface downward, are as follows.

The outermost layer, which is not uniform, is the crust: oceanic crust, under
the ocean floor, is a thin layer of relatively heavy rocks—chiefly basalt—
whereas continental crust, which underlies continents and continental shelves,
is a thicker layer of less dense rock—chiefly granite and related rocks.

Below the crust is the lithosphere. This is a layer of brittle rock broken into
detached pieces, the tectonic plates; they slowly drift this way and that over
the earth’s surface.When they come together, the rim of one rides up over the
other; the lower plate is forced down to great depths—it is said to subduct—
while the leading edge of the upper plate scrapes off any sediments it encoun-
ters. The continental crust can be fairly regarded as the scum of the earth. In-
deed, it is usually classified as merely the outermost part of the lithosphere.

Below the lithosphere is the asthenosphere, a layer of soft, partly molten
rock. It acts as a lubricating layer, enabling the tectonic plates above it to slide,
or “drift,” over the solid layer below it; there is more to be said about plate
drift in a subsequent section.

The next layer is the mantle. It is a ductile solid, consisting of silicate rock.
The asthenosphere, being merely the  soft outermost skin of the mantle
proper, is classified as part of the mantle in the same way as the crust is classi-
fied as part of the lithosphere.

Below the mantle is the core of the earth. It has two layers, an outer liquid
layer encasing an inner solid layer.

All the way from the surface to the center, 6,370 km down, both the tem-
perature and the pressure rise, abruptly at some levels and more slowly at oth-
ers. Rising temperature melts rock if the pressure doesn’t increase; conversely,
increasing pressure solidifies molten rock if the temperature doesn’t rise.
When temperature and pressure rise together, the dominant factor alternates,
which explains why hard, solid layers alternate with ductile or liquid layers.
The layers differ from each other chemically, too. The mantle is made up
mostly of silicates and the core of iron, which is much heavier.
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So much for dry facts, which give no mental image of what the under-
ground world is really like. Indeed, the human mind is incapable of envision-
ing it—not that vision, in the ordinary sense, would be any help, because the
darkness is absolute and the heat and pressure are lethal.This is not to say that
conditions are uniform, however. Far from it. The contrast in density across
the interface between the mantle and the core, nearly 3,000 km beneath us, far
exceeds the contrast across the interface between the continental crust and the
atmosphere.The latter interface is, of course, the surface we live on; it is “our”
surface, the very ground we walk on, build houses and roads on, and drive
autos on. From a geophysicist’s point of view it is a much less remarkable sur-
face than the one separating the mantle from the core.1

Across “our” surface, the difference in weight between a cubic meter of ma-
terial above it (air) and a cubic meter below it (rock) averages 2,700 kg.Across
the surface of the core, the difference in weight between a cubic meter of ma-
terial above it (mantle rock) and a cubic meter below it (liquid iron) averages
4,330 kg. The latter pair of densities are current estimates, arrived at very in-
directly. Not surprisingly, it’s impossible to measure the  density of rocks 3,000
km deep in the earth; the values have to be deduced from evidence of various
kinds: from observations of the speed and direction of seismic waves; from the
results of experiments carried out on rock specimens at temperatures and
pressures far higher than any to be found at the earth’s surface outside a
physics laboratory; and by analyzing these data mathematically.

Now imagine a visitor from outer space inspecting our planet, a more ex-
otic visitor than the stereotypical little green man. Arriving with no precon-
ceptions, and with senses wholly unlike ours, the visitor might reasonably re-
gard the core of the earth as the solid planet, with the mantle and everything
outside it forming a many-layered “atmosphere”; this would be as reasonable
a separation as the one we are used to. The surface we live on seems to us the
only one, but that is merely because we live on it. To repeat, it is a much less
noteworthy surface than the core-mantle interface.

The “inner planet”—the core—is slightly bigger than Mars. Its surface is
believed to be as topographically interesting as the surface in our sense of the
word, namely, the surface of the land and the floor of the oceans. Like them,
the surface of the core has high mountains and deep valleys. Moreover, condi-
tions are constantly changing at this inner surface, just as they are constantly
changing, because of geological forces, at our surface. The changes are slow in
human terms at both surfaces, but human notions of speed are irrelevant.

Nearly all the material of the earth’s interior, except (perhaps) the solid
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iron of the inner core, moves constantly.The tectonic plates of the lithosphere
drift; the ductile material of the mantle creeps; and the liquid iron of the outer
core flows.

All this movement consumes energy, and the earth possesses energy of
several kinds—thermal energy, kinetic energy, and magnetic energy.We begin
by considering the thermal energy—heat—recalling that it comes from two
sources: as explained in chapter 13, radioactivity is the primary source.An  im-
portant secondary source is the residual heat remaining from the time of the
earth’s creation.

The Radioactive Heat Source

As we noted in chapter 13, the earth’s principal source of heat is a rather spe-
cial kind of nuclear fission, radioactive α-decay; the radioactive elements of
greatest importance in this context are uranium-238, uranium-235, and tho-
rium-232.

Radioactive materials are most highly concentrated in the crust, and their
concentration in the continental crust is double that in the oceanic crust. On
average, the rate at which energy is produced by the continental crust
amounts to less than half a microwatt (millionth of a watt) per ton of rock:2

natural radioactivity can hardly be called an intense energy source. All the
same, without it the earth’s interior would be frozen and inert. There would
be no earthquakes and no volcanoes.The tectonic plates would have been mo-
tionless for hundreds of millions of years, and with no collisions between the
plates, mountain building would have stopped: the Rocky Mountains, the
Andes, the Himalayas, and the Alps would never have existed. (For more on
mountain building, see chapter 15.)

Radioactive elements are hundreds of times more concentrated in the crust
than in the mantle; even so, fifty times as much heat is produced in the man-
tle as in the crust, because of the mantle’s much greater volume.Although ra-
dioactive elements are more thinly spread below the crust than within it, the
temperature continues to rise as the depth below the surface increases. But it
rises much more rapidly in some layers than in others. Its rise is most rapid
going down through the crust, and again 3,000 km below, across the boundary
between the mantle and the core; this is the boundary of the “internal planet,”
where density increases so spectacularly, as we saw earlier. Between the ther-
mal boundary layers, the temperature rises more gradually.

The foregoing account relates to present conditions. As we saw  in chapter
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13, the concentrations of the radioactive elements in the earth’s interior are
forever changing. Before examining the consequences, we should investigate
the reason for this perpetual change.

Recall that an α-decay event (the emission of an α-particle) in a radioactive
material is a chance occurrence, governed by probability.This makes it impos-
sible to predict precisely when an individual radioactive nucleus will decay, but
the probability that it will do so in, let us say, the next minute, or the next
hour, or the next year, can be specified. The probability differs from one ra-
dioactive element to another: for instance, the probability that a uranium-235
nucleus will decay in a given time interval is far greater than the probability
that a uranium-238 nucleus will. Therefore a ton of uranium-235 decays
much faster than a ton of uranium-238. The speed at which each radioactive
element decays is measured by its half-life, the time it takes for half a given
number of nuclei of the element to decay. It makes no difference whether the
quantity you start with is large or small; by the time one half-life is over, half
of it will have decayed. The half-lives of the three radioactive elements most
important in heating the earth are, for uranium-238, about 5 billion years; for
uranium-235, 0.7 billion years; and for thorium-232, 14 billion years.

It follows that in the distant past all three elements were more abundant
than they are now, and also that they must have been present in different pro-
portions. For example, when the earth first came into existence, about 4.5 bil-
lion years ago, it must have contained slightly more than twice as much ura-
nium-238 as it contains today, and the strongly radioactive uranium-235 must
have formed a much larger proportion of the total radioactive material.

It is believed that 2.5 billion years ago and earlier, in the period called
Archean time, a number of strongly radioactive elements were present that
have since decayed to the vanishing point: they have gone extinct.The amount
of radioactive heat generated then was probably three or four times as great
as that generated now.3 Regarding radioactive elements as a mixture of  fuels,
we can say that the total supply has dwindled considerably since the earth’s
early years and that some of the fuels are now wholly exhausted.

The Earth’s  Original  Heat, or Gravity Transformed

Not all the earth’s heat comes from radioactivity. Nearly as important (per-
haps equally important) is the heat liberated when moving bodies—bodies
imbued with kinetic energy—are brought to a stop.This happened in spectac-
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ular fashion when the earth came into existence. A cloud of rock fragments,
dust, and gas was drawn together by the pull of gravity and accreted into a
solid protoplanet;4 as our protoplanet continued to grow, smaller, incipient
protoplanets—large asteroids—that happened to be near, fell in on it and be-
came part of it. All together, almost 6 × 1024 metric tons of material crashed
into one big lump—the earth. The force of gravity caused the multitude of
contributing chunks to accelerate to high velocities as they fell, acquiring high
kinetic energies in the process.When these energetic bodies collided, nearly all
their combined kinetic energy (not absolutely all, as we shall see below) was
converted to thermal energy—heat.The total energy was about 2 × 1032 J; not
surprisingly, the young earth melted.

When this happened, gravity again intervened, sorting the mixture of liq-
uids by weight. The denser, heavier liquids, predominantly molten iron, grav-
itated down to the center, leaving the lighter silicates to float to the top and
form the earth’s outer layers.The tidy arrangement of fluid material, with the
heaviest at the center and the lighter farther out, is what caused the earth to
change from an irregular lump to a sphere. The sinking of heavier liquids and
the rising of lighter ones also released still more gravitational energy, hence
more heat.

Since Archean time, the earth has probably cooled several hundred de-
grees.5 As the core cooled, the center, where the pressure was greatest, solidi-
fied first; in the outer layers, where  the pressure was lower, the iron remained
liquid. The outer core is still liquid, and as the planet keeps cooling the liquid
continues to solidify, adding new layers to the inner core while the outer core
thins correspondingly. In the act of solidifying, liquid iron loses some energy
by liberating its latent heat of freezing (see chapter 10). This compensates for
some of the heat being lost and slows the cooling.

At the surface of the core, where the temperature drops sharply, iron con-
tinually crystallizes; the solid crystals then sink through the outer core and
come to rest when they reach the inner core.6 This is still going on today, and
it entails a continuing slow conversion of gravitational energy to heat; it is all
part of an ongoing sorting process by which the earth’s original ingredients,
since they first accreted, have kept on shifting in a way that brings the dens-
est material closest to the center.

In brief, the earth’s primordial heat, even while it is constantly radiating
away into space, is still being generated at a modest rate. We still have some
residue of the heat of creation. But inevitably, in time it will all be gone.
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Spin Energy

As we’ve noted already, the earth is believed to have formed from the gravita-
tional collapse of a cloud of rock fragments, dust, and gas. The cloud was part
of a much larger spinning, disk-shaped cloud—the solar nebula—that was the
precursor of the whole solar system. The sun, the planets, and all the other
bodies of the system, as they condensed from the parent nebula, inherited its
spin; they all rotate, each at its own speed. In the case of the earth, the speed of
rotation is once every twenty-four hours, as we all experience day after day.

Because it rotates, the earth has spin energy.The amount, close to 2 × 1029J
(see chapter 8), is a mere one-thousandth of the thermal energy liberated
when the earth came into existence. All the same, it is part of the total energy
that was bestowed on  this planet at birth.

All the earth’s energy is in the process of being dissipated; not to mince
words, our home planet is steadily getting rid of its energy, shedding it, radi-
ating it away. The way the 99.9 percent consisting of thermal energy is being
shed is discussed in chapter 15. One of the ways the remaining 0.1 percent, the
spin energy, is being shed is by tidal drag, as described in chapter 8. Drag is also
going on deep inside the earth.

The flowing liquid iron of the outer core gives the earth yet another form
of internal energy, magnetic energy (see chapter 16).This energy too depends
on movement powered by heat; it will steadily diminish as the heat is radiated
away and the flowing iron slows and hardens.
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15 HOW T H E  E A R T H  S H E D S
I T S  W A R M T H

The Earth’s  Interior Is  Cooling

The earth is constantly losing its thermal energy by all three of
the mechanisms that transport heat from one place to another:
conduction, convection, and radiation. Heat is conducted
through the solid material—the inner core and the lithosphere
(including the crust). It is carried upward in convection currents
in the outer core, the mantle, the oceans, and the atmosphere,
and it is radiated away into space.

Convection not only transports heat, it brings about the
generation of more heat because of the inevitable drag within
moving fluids. The resulting feedback makes convection the
most complicated of the mechanisms of heat transport. Not sur-
prisingly, the deepest of the convection currents, those in the
outer core, are the least understood. The heat causing them
comes, in unknown proportions, from several sources: radioac-
tivity, gravitational energy, and the latent heat of freezing re-
leased by liquid iron as it solidifies. Heat from the core almost
certainly assists the flow of convection currents in the mantle,
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which appear to be aligned with the currents in the core. The connection be-
tween core currents and mantle currents is at present unclear, however, be-
cause data from the deep inner mantle and the core are hard to obtain and dif-
ficult to interpret. Geophysicists and seismologists at work on the problem are
testing a number of models to help them discover exactly what is happening
thousands of kilometers down in the depths of the earth.

More is known about the convection currents in the outer mantle, which
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are coupled to the movement of the lithosphere’s tectonic plates. The discov-
ery of continental drift, as it used to be called, was one of the great advances of
the twentieth century. With it came the realization that the pattern of the
world’s  continents and oceans, far from being fixed for all time, is constantly
changing; our mental image of the world was altered profoundly.

The way plates move is familiar nowadays from countless books and arti-
cles. Bear in mind that our focus here is on the energy associated with the
movement. Figure 15.1 diagrams what happens. The curved arrows show the
near-surface parts of the convection currents that bring about an overturn of
the whole mantle, allowing heat to be transported outward, toward the earth’s
surface; the lower halves of the convection currents are left to the imagination,
because their routes are enigmatic.

It is uncertain what keeps the convection currents going. Possibly they start
as long, narrow plumes of hot material rising from the depths that, on reach-
ing the base of the lithosphere, spread out and flow horizontally.1 Possibly
they start as upwellings sucked up to fill the gaps opening up as the tectonic
plates separate. It is unclear whether currents in the mantle drag the floating
plates or whether the drift of the plates keeps the mantle currents flowing.2 In
any case, the convection currents flow. A complete overturn of the mantle is
believed to take hundreds of millions of years.3 The power needed to drive
plate motion is probably on the order of 1 trillion watts, or 1 terawatt.

The plates are believed to have been moving ever since the lithosphere first
hardened. In Archean time, more than 2.5 billion years ago, when the mantle
was hundreds of degrees hotter than it is now and its outermost layer (the as-
thenosphere) correspondingly less viscous, the plates must have moved faster,
perhaps ten times faster, than at present.4 The speed of the motion differs from
plate to plate; the maximum speed at present is thought to be between 15 and
20 cm per year.

Hot, soft rock oozes up from the asthenosphere to fill the spreading gap
wherever plates pull apart, notably at the midocean ridges. The upwelling
molten rock (magma) cools and congeals and becomes part of the trailing
edges of the retreating plates on both  sides of the gap. It becomes new seafloor;
the process is known as seafloor spreading. Because of the way new seafloor is
continuously created, the seafloor near each midocean ridge on each side of it
is younger and hotter than that farther away. The oldest and coolest part of a
drifting plate is at its leading edge. The cool rock is dense, ready to sink into
the mantle.

When two moving plates meet, one is driven downward and subducts
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below the other. If this happens in the ocean, a deep trench forms in the ocean
floor where the edge of the subducting plate slopes steeply downward. The
subducting slab travels with the descending part of the convection current.
Studies of the speed of seismic waves traveling through the earth by different
routes show that subducting slabs do not all follow the same path: some level
off quite soon, about 700 km down, where the mantle rock becomes more vis-
cous; others sink to much greater depths, down to the core-mantle boundary.
A slab has been detected in the mantle below Siberia, at a depth of 2,800 km,
that is estimated to be 200 million years old; it must have been in existence
since very early in the time of the dinosaurs.5

It appears that the tectonic plates are pushed away from the midocean ridges
where molten rock wells up; at the same time they are pulled toward the ocean
trenches by the sinking of the cool, dense rock of the plates’ leading edges—the
subducting slabs. Two forces seem to be shifting the plates, which raises the
question, Which is the stronger force? Are the plates pushed or pulled?

Research strongly suggests that the chief force is the pull of the subducting
slabs.6 It follows that “plate tectonics is a primary result of a cooling earth,”7

because it is cooling that makes the slabs dense enough to sink, exerting a
strong pull as they do so. The temperature difference between the newly
formed, young crust close to the active parts of the midocean ridges and old
crust about to subduct is sometimes 1,000°C.8 A huge quantity of heat is evi-
dently dissipated by the plates as they drift across the earth. It is heat they re-
ceived from the mantle below them.

The surface of the earth is about 29 percent land and 71  percent ocean.
Therefore most of the heat is carried away via the oceanic crust; that is, it is con-
ducted through the crust, then convected to the ocean surface and finally radi-
ated to space. The loss is most rapid on the seafloor where very hot, newly
formed crust comes into direct contact with cold seawater. This happens along
segments of the midocean ridges where the tectonic plates are separating most
actively.Over time—geological time—different segments of a ridge become ac-
tive; from time to time the activity dies down at one place and starts up at an-
other.Submarine volcanoes erupt wherever the activity happens to be most vig-
orous; lava is extruded through volcanic conduits from kilometers deep in the
crust, and cold water floods in; it is quickly heated by the hot rock to tempera-
tures as high as 300 or 400°C (the high pressure at depth raises the boiling point
of water even higher than this).The heated water escapes upward through sep-
arate vents, pipes, and cracks. In this way local hydrothermal circulation sys-
tems are set up within areas of the crust.9 Huge volumes of water are circulated,
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so much that it takes only about 10 million years—a short period in geological
terms—for the whole world ocean to pass through one or another hydrother-
mal system; this means that the whole ocean has circulated through hot new
crust hundreds of times during the earth’s lifetime so far.10 Indeed, “the hy-
drothermal circulation is the cooling radiator . . . of the earth’s engine.”11

An individual hydrothermal system has a limited lifetime; as the seafloor
spreads, it is carried away from the midocean ridge where it originated into a
cooler region where it dies away. At the same time, a new hydrothermal sys-
tem establishes itself in a new patch of hot seafloor, close to the ridge.

At the heart of an active hydrothermal system, the hottest water emerges
through submarine geysers known as hydrothermal vents, which spew out
superheated water with the force of a fire hose. The hot water rises into the
surrounding cold seawater in opaque, billowing plumes known as black smok-
ers, which look like the smoke from an oil fire. The color comes from sus-
pended chemicals, mainly sulfides. Cooler vents creates white smokers. Warm
water, cool enough not to scald you if you could put a hand in it, seeps out
more gently through innumerable fissures.

The seafloor surrounding hydrothermal vents is the home of the hy-
drothermal vent fauna, a group of invertebrates that live in the earth’s most re-
cently discovered (1977) natural ecosystems.12 There are no plants.The animals,
many of them belonging to species new to science, live and thrive near the vents,
at a safe distance from the scalding water but close enough to benefit from the
warmth. The rich supply of sulfides in the water is the energy source for big
populations of chemosynthetic sulfur bacteria (see chapter 12).The bacteria are
at the bottom of the ecosystem’s food chains; at the top are weird creatures such
as giant tube worms,giant bivalves (clams and mussels), sea anemones,and eye-
less shrimps. Spectacular photos and videos, taken from manned submersibles,
have made the hydrothermal vent fauna familiar to a wide public.

Photos have also been taken, without artificial light, using an exceptionally
sensitive camera. The photos show the underwater darkness to be relieved by
a very faint glow, too dim to be perceived by humans but presumably bright
enough to register with the seemingly blind shrimps, which have now been
found to have light-sensitive organs on their backs.13 How the energy for this
faint light is generated is at present unknown; its source may be the chemical
and physical reactions happening where superheated, mineral-rich water
under high pressure emerges from the vents and makes contact with the cold
water of the surrounding deep ocean.

Hydrothermal vents are a topic where the interests of geophysicists,
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oceanographers, biologists, and physical chemists converge. They are places
where the earth’s internal heat is being vigorously dissipated, where unique
ecosystems flourish with no help at all from solar energy, and where light is
produced in unusual ways.

Turmoil  at  the Surface: Earthquakes

The energy trapped in the earth’s interior, underground and out of  sight, at-
tracts no public attention until it bursts out of bounds. People who never go
near volcanoes, or into earthquake zones, can live a lifetime without becoming
aware of the vast stores of energy trapped below the ground; it has to be ex-
perienced to be appreciated.An earthquake is one of the ways the earth rids it-
self of a portion of the energy it must dissipate; other ways are volcanic erup-
tions and mountain building.

Let’s consider earthquakes first. They occur when the edges on either side
of a break in the lithosphere scrape past each other. The break may be along
the contact between adjacent tectonic plates; this is true of most large earth-
quakes and explains why they happen at plate boundaries. Or it may be a frac-
ture—a fault—anywhere within a plate where the rock has been deformed by
pressure from a distant plate collision until it snapped.

Then, whatever the origin of the break, the masses of rock on the two sides
of it slide past each other. The sliding isn’t smooth. At first friction holds
everything in place while stress builds up; eventually the force pushing the
masses overcomes the friction, and they suddenly jerk past each other. The
jerking movement—often a sequence of several jerks—is an earthquake shock
and its aftershocks. The relative movement of the two masses may be up and
down, sideways, or a mixture of the two. A vertical movement at the surface
leaves a cliff—a fault scarp—as evidence; a lateral, sideswiping motion, such
as happens along California’s San Andreas fault, leaves unmistakable discon-
tinuities in roads, fences, and streams.

In terms of energy changes, what happens is this: while they are held fast
by friction, the rock masses accumulate elastic potential energy in the inter-
nal deformations caused by the tremendous pressure. Then, when the stress
becomes too great, the frictional force locking them together fails and the
masses slip—the potential energy becomes kinetic energy. The abrupt move-
ment of massive bodies of rock is a seismic event—an earthquake. What be-
comes of the energy released?

It is dissipated in several ways: some is converted to  gravitational PE,
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stored in rock masses that are lifted to a higher elevation than they occupied
before the quake. A fraction of the energy is used in smashing things—rocks
and all manner of human constructions—which entails breaking chemical
bonds.Another fraction is converted to thermal energy by friction at the place
of the rock displacement. And what remains is transported away from the
scene as seismic waves, to be dissipated, eventually, some distance from the
site of their origin (see chapter 17).

Some earthquake energy, surprisingly, is added to the earth’s spin energy.14

The displacement of rock accompanying an earthquake usually shifts heavy
rock downward, closer to the earth’s center and thus closer to its axis of rota-
tion than it was before the quake. In this way the earth’s spin energy is being
increased, at present, by about 21 × 1013 kJ per year (this looks like a huge
number, but it is only one-trillionth of the currently existing spin energy; see
chapter 14).The increase causes the earth’s spin to speed up, just as a spinning
skater speeds up when she pulls in her outstretched arms. The faster spin
would shorten the length of the day by an exceedingly small amount if the ef-
fect were not masked by the much more pronounced lengthening of the day
caused by the drag of ocean tides.

The downward movement of a subducting tectonic plate under the pull of
gravity also entails a loss of gravitational PE, in the same way that a landslide
at the earth’s surface causes surface rocks to lose gravitational PE (see chapter
9).15 The principle is the same even though the details are spectacularly dif-
ferent.At the surface, a mass of rock loses its gravitational energy by toppling
off a precipice, hurtling through the air at high speed, and crashing at the bot-
tom. Inside the earth, a falling mass of solid rock sinks through ductile rock at
a speed of only a few millimeters a year; as it sinks, it slowly warms to the tem-
perature of the rock surrounding it until it becomes indistinguishable from it.
In both cases—landslide and subducting slab—a small fraction of the lost PE
becomes added to the earth’s spin energy. And in both cases most of the grav-
itational PE is converted to KE, which  in turn is converted to thermal energy
because of friction and drag. In a word, it is dissipated.

Turmoil  at  the Surface: Volcanoes

Next, consider volcanoes. Obviously the earth loses heat when volumes of
red-hot lava gush out through the crust and cool off in the open air. Not so ob-
vious is the reason the lava became molten in the first place. Volcanic lava
(known as magma before it emerges into the open) usually comes from no
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great depth: it is molten mantle rock. It does not come from the core; although
the outer core is liquid iron capable of flowing, it is far too dense to rise to the
earth’s surface. The problem becomes, Why should mantle rock melt?

Most volcanoes are near the boundaries of tectonic plates. Mantle rock
melts, and the magma collects to fill magma chambers, in two very different
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Figure 15.2. Ascending magma chambers full of magma (black) in the section shown in fig-

ure 15.1. Different kinds of magma chamber, labeled 1, 2, and 3, are formed by (1) the melt-

ing of ascending currents of mantle material; (2) frictional melting on the upper surface of a

subducting slab; (3) the heat of a hot spot at the core-mantle boundary (far below the bor-
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environments: where two plates separate, and where two plates meet with one
subducting below the other.The rock melts in these two environments for two
quite different reasons. Figure 15.2 shows what happens (note the sites labeled
1 and 2).

Where plates separate, a current of ductile mantle rock ascends from below;
as the rock creeps up, the pressure weighing it down decreases until the com-
bination of pressure and temperature is such that the rock liquefies; this is the
process feeding volcanoes on midocean ridges.

Where two plates meet, the subducting slab sinks down into the mantle on
which it had been floating. Frictional drag between the cool, dense slab and the
warmer upper mantle rock through which it sinks generates sufficient heat to
melt the overlying warm rock but not the cool, sinking slab.16 The reason the
upper rock melts and the lower rock doesn’t is that the rock above contains
considerable moisture, absorbed from wet ocean sediment, and wet rock melts
at a lower temperature than dry rock does.

Unlike most volcanoes, which are found at plate boundaries, some erupt
nowhere near the boundaries. These are hot-spot volcanoes, fed by plumes of
hot rock rising from much greater depths (site 3 in fig. 15.2).17 The plumes
originate at localized hot spots at the bottom of the mantle where it is heated
to tremendously high temperatures by currents in the liquid outer core. The
temperature difference between a plume and the rock around it may be as
great as 1,500°C.

A hot-spot volcano is unaffected by the drift of the tectonic plates across
the earth’s surface nearly 3,000 km above the hot spot itself. In this respect
hot-spot volcanoes behave quite differently than plate-boundary volcanoes
do. The latter erupt wherever a boundary happens to be, because the magma
sources travel with the plates; a hot-spot volcano, in contrast, is left behind by
the plate moving over it; each time it erupts it punches a new hole through the
ever-drifting crust and builds a new volcano some distance behind the site of
the preceding eruption. As a result, the successive eruptions from a hot-spot
plume create a row of volcanoes. The youngest volcano of the row is at the
back of the line, with progressively older volcanoes ahead of it.

Rows of hot-spot volcanoes are seldom straight lines; more often they are
gently curved arcs. Sometimes the arcs trail across a continent, sometimes
across an ocean. If the summits of an arc of submarine hot-spot volcanoes are
high enough to emerge above sea level, the result is a volcanic island chain.
Several of them occur in the Pacific—for example, the Hawaiian Islands, the
Aleutian Islands, the Kuril Islands, and the Tuamoto Archipelago.
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Note that each of the three kinds of volcano we’ve considered receives its
lava (or magma, while it’s underground) from a different source. Midocean-
ridge volcanoes get it from rising currents in the mantle, which melt when the
pressure is low enough; the volcanoes above subducting slabs get it from
moist, upper mantle rock that has been heated to its comparatively low melt-
ing point by friction; and hot-spot volcanoes get it from hot plumes rising
from the bottom of the mantle. Note particularly that in no case does the melt-
ing require “new” thermal energy or energy from  an outside source. The en-
ergy that volcanoes let loose has been inside the earth all along, waiting to be
dissipated. There is plenty more down there still.

Generalizations about the energy released in volcanic eruptions would be
meaningless because they are so variable. But it can safely be said that some
past eruptions were larger by far than any experienced by human beings since
our species evolved 3 or 4 million years ago. Eruptions two or three thousand
times as powerful as the Mount St. Helens eruption of 1980 have left their
mark on the earth.

On several occasions in the past, a newly developed hot spot has sometimes
fed a long sequence of eruptions lasting for a few million years and leaving be-
hind overlapping layers of volcanic rock (basalt) that now cover whole land-
scapes to considerable depths.18 Each eruption obliterated every living thing in
its path. Examples of the present-day remains of such events are the sheets of
lava forming the Columbia Plateau of Washington and Oregon, which flowed
out of the ground in a series of eruptions about 17 million years ago and buried
more than 100,000 km2 of land. A similar series of eruptions 65 million years
ago produced the enormous terraced sheets of lava known as the Deccan that
occupy most of peninsular India; their area is more than 500,000 km2.

These sequences of tremendous lava floods have happened at long intervals,
on the order of tens of millions of years. Another such sequence could begin
anywhere at any time. The earth still has plenty of energy to dissipate.

Mountain Building

Volcanic eruptions and earthquakes are local events in which the earth’s en-
ergy is dissipated in short, spectacular bursts. At the same time, the earth is
continuously shedding huge amounts of energy in the long, slow process of
mountain building. It happens when the continents borne by tectonic plates
collide and deform each other. The upper layers of rock are compressed, and
the way  they respond depends on their structure.
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Figure 15.3. (a) Mountains built by normal faulting; the dotted line shows the surface before

the faulting. (b) Mountains built by the folding and thrust faulting of sedimentary strata. In

both diagrams, half arrows show the direction of relative movement at each fault; recently

eroded material in the valleys is shown scribbled.



Two possible outcomes are beautifully illustrated in the Rocky Mountains,
which were forced up, and continue to be forced up, by the push of the Pacific
plate against the western margin of the North American plate.19 In the south-
ern Rockies (Colorado and southward) the pressure has forced the crust to
arch upward. Tension over the top of the arch has caused vertical or near-ver-
tical cracks (normal faults) to open up, separating the crust into a number of
steep-sided blocks, some of which have been driven farther upward by com-
pression; many of these blocks, consisting of ancient granite from which over-
lying sediments have mostly been eroded, now form precipitous mountain
peaks (fig. 15.3a).

In the northern Rockies, by contrast, the compression forced thick, hori-
zontal layers of sediments to slide forward over the underlying rock. Friction
resisted the slide and forced the sheets of rock to buckle into a series of folds.
Under continued pressure, many of the folded sheets fractured and were
thrust forward and upward over the sheets ahead of them along gently slop-
ing thrust faults; the overlapping thrust sheets stacked up to form mountains
several thousand meters high (fig. 15.3b).This is how the folded mountains of
Wyoming, Montana, and Alberta came into existence.20

Both processes obviously entail the dissipation of enormous amounts of
energy. The rock faces on either side of a fault grind past each other against
unimaginably strong frictional resistance. Most of the movement probably
happens in sudden spurts, separated by long intervals; frictional heat is gener-
ated whenever there is movement.21 The folding of rock consumes much en-
ergy too. It takes place deep underground, where the high temperature makes
the rock plastic enough to bend rather than break under intense, slow-acting
pressure. Energy is consumed in stretching and rupturing the intermolecular
bonds that hold the rock together, leaving it permanently deformed.

As rock is raised to a higher elevation in the process of  mountain building,
it automatically gains gravitational potential energy (see fig. 15.4); in this way
some of the KE of drifting tectonic plates becomes converted to PE and
“stored” in the mountains as they rise. It doesn’t all remain stored, though.
Some of it is dissipated as it accumulates, because a growing mountain sinks
to some extent at the same time as it grows. In the act of sinking, the crust dis-
sipates the surplus energy (gravitational PE) in two ways. In the first place, the
added weight of the growing mountain causes the lithosphere supporting it to
sag; the lithosphere is an elastic solid, able to bend without breaking under
pressure that does not exceed its elastic limit. The sagging lithosphere stores
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Figure 15.4. Lower panel: The weight of mountains at the surface stretches the elastic lith-

osphere supporting their weight. The lithosphere sags into the viscous asthenosphere it

floats on. Upper panel: Sketch of one of the folded mountains in the  diagram below (Mount

Kidd, Alberta, 2,972 m high).



energy as elastic PE; then, as the load is removed by erosion, the elastic PE en-
ergizes an exceedingly slow “rebound.”

In the second place, the sag in the floating lithosphere displaces some of the
athenosphere it floats on (see fig. 15.4). In the same way that an iceberg float-
ing in the sea displaces its own weight of water, the sagging lithosphere dis-
places its own weight of viscous asthenosphere material: it gives the material
the energy to ooze to one side.22

We have now completed the energy budget for mountain building.To sum-
marize: the source is the kinetic energy of drifting tectonic plates. It is dissi-
pated in several ways: as frictional heat, when faults slip; in the breaking of
chemical bonds, when rocks are forced into permanent folds;23 and as gravita-
tional potential energy temporarily parked in the uplifted masses of rock.This
gravitational PE is quickly (in geological terms) transformed, some to elastic
PE in the sagging lithosphere and some to the KE of the oozing asthenosphere
material displaced by the sagging lithosphere. Ultimately, erosion removes the
mountain, the lithosphere rebounds, releasing its stored elastic PE, and the as-
thenosphere oozes back to where it was before; drag causes a large fraction of
the asthenosphere’s KE to be dissipated as heat.

The energy that went into building the mountain is now all  accounted for.
The most difficult part—putting in the numbers—will not be attempted. Pos-
sibly the biggest difficulty is to assess how the PE stored for a while in the up-
lifted mass of the mountain becomes apportioned between elastic PE in the
lithosphere and KE in the asthenosphere.
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16 ELEC T R O M A G N E T I C  E N E R G Y

Action at a Distance

In this chapter we look into a form of energy so far mentioned
only in passing. To begin, it is well to repeat, in different words
and with less detail, three statements from chapter 2.

First, applying a force to an object—pushing it or pulling
it—changes the object’s motion; it either accelerates it or decel-
erates it in the direction of the force. If the object was originally
stationary, the force causes it to start moving—accelerates it.

Second, gravity is a force. Specifically, it is the force that
causes any mass to attract toward itself any other mass at a dis-
tance from it.The example known to virtually everybody is the
traditional tale of Newton and the apple; gravity between the
gigantically massive earth and a comparatively tiny apple
(growing on Newton’s apple tree) caused the apple, which was-
n’t firmly attached to the tree, to fall to earth. Simultaneously,
gravity also caused the earth to move an imperceptibly small
distance toward the apple, but this point is rarely mentioned be-
cause the effect is far too minute to be measurable. Note that
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gravity acts at a distance—the masses that attract each other may be widely
separated: more on this below.

Third, a force acting through a distance performs work (in the physicist’s
sense of the word) or, equivalently, expends energy (again in the physicist’s
sense). This is what defines both work and energy.

These statements immediately invite two questions: Do any other forces
resemble gravity in acting at a distance? And exactly how does action at a dis-
tance operate?

To answer the first question, Yes, there are other familiar forces that act at
a distance, namely, electric force and magnetic  force. At one time they were
thought to be separate and unrelated, but nineteenth-century physics showed
that in fact the two seemingly different forces are the outcome of a single
physical process. Everybody is familiar with them even if they haven’t
thought much about them. Anyone who has experienced static cling has seen
electric force in action, and anyone who has seen a refrigerator magnet in use
has observed magnetic force in action.

We go further into these matters after tackling the second question: How
does action at a distance work?

Take gravity as a specific example. Its action can be explained in various
ways. One explanation is that any piece of matter—any mass—is surrounded
by a field of gravitational force or, more briefly, a gravitational field. This
means that at any chosen point in the space surrounding the given mass a
force of specifiable strength and direction will act upon some other mass, used
as a “test” mass, if you place the test mass at the chosen point (see fig. 16.1).
This happens because an unseen gravitational force pervades the space sur-
rounding the given mass in the form of a force field reaching out, in theory, to
infinite distance. If this is an acceptable “explanation” of gravity, it leads to the
conclusion that the given mass doesn’t really act at a distance. Rather, it is the
force field that affects the test mass, by acting on it directly at the precise spot
where field and test mass touch. Inspecting this explanation shows that in fact
it isn’t one. It merely replaces the notion of a force acting at a distance with a
force field acting wherever you want, leaving the latter concept still undefined.

One model of the way a force field acts follows from Einstein’s general the-
ory of relativity: it is that forces act “downhill” within a “space-time” having
a “geometry” modified by the presence of masses scattered here and there
within it. This is all very well, but the only outcome of the foregoing argu-
ments are (fairly) easily visualizable mental images of how gravity acts. More
modern images, designed to explain gravity in the context of  modern quan-
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tum theory, are more sophisticated than their predecessors, but they are still
only mental images, as physicists readily concede.1 It seems futile to keep re-
fining them before one has arrived at a satisfactory definition of what is meant
by a body’s mass, a term we have not yet defined. Here is a modern definition:
the mass of a body is a measure of its resistance to being accelerated or, what
comes to the same thing, its resistance to a force.2 The circularity is seamless:
a force is something that acts on a mass, while a mass is something that re-
sponds to a force.

It therefore seems best to treat both “mass” and “force” as terms labeling
fundamental, intrinsically undefinable concepts that must be accepted a priori
in order to make further discussion of the material world possible: one has to
start somewhere. In what follows, we let the two terms have their obvious, in-
tuitive meanings.

To return to the first question we asked above, Do any other forces resem-
ble gravity in acting at a distance? As already remarked, two other forces be-
have like this—electric force and magnetic force. To begin with we consider
them separately, deferring for now the linkage between them.
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Electric  Force

A weak electric force is easy to generate. Most children have seen it done as a
party game. An effective method is to rub a plastic rod (a ballpoint pen or the
handle of a plastic spoon) on a piece of fur (human hair serves well); rub vig-
orously for a minute or two and then promptly hold the end of the rod just
above a few small scraps of torn paper. One of the scraps will rise and stick to
the tip of the rod, and other scraps will follow until several are lined up as if
strung together, end to end. Evidently a force is at work strong enough to
overcome the force of gravity that held the scraps down on the table; and the
force acts at a distance.Admittedly the force is slight (the scraps of paper aren’t
heavy), and the distance over which it acts is a centimeter or two at most; all
the same, a force acting at a distance has been created.

What has happened is that the brisk rubbing has dislodged some outer elec-
trons from atoms at the surface of the fur and left them adhering (temporar-
ily and weakly) to atoms at the surface of the plastic. The adhesion is a frail
version of an ionic chemical bond as described in chapter 10. In acquiring extra
electrons, the plastic has acquired a negative electric charge; simultaneously,
in losing these electrons, the fur has acquired a positive electric charge.

The plastic is now capable of exerting an electric force that attracts posi-
tively charged objects and repels negatively charged ones. But the scraps of
paper have not had electrons rubbed off them or stuck to them—they are elec-
trically neutral: Why should they be attracted to the negatively charged plas-
tic rod? The answer (see fig. 16.2) is that the negative charge on the tip of the
rod repels electrons from the near edge of the closest scrap, giving this edge a
positive charge so that it is attracted to the rod. The farther edge of the same
scrap receives the repelled electrons, giving it a negative charge: thereupon it
acts on the second scrap of paper in the same way that the plastic rod acted on
the first scrap. This chain reaction can seldom be made to reach beyond three
or four scraps of paper because stray electrons “leak” between the charged
paper and the surrounding air: the small electric charges soon fade away.

This desktop experiment allows you to produce and examine one of the
fundamental forces of nature, the electric force that holds atoms and molecules
together (but not atomic nuclei).The force “acts at a distance” as gravity does,
but it is wholly unlike gravity in acting as both an attractive force and a re-
pulsive force. Gravity has an identical effect on all masses: it is always a force
of attraction; it never causes one mass to repel another. In contrast, electric
force acts only on electrically charged bodies, and it acts in two ways: as a force
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of attraction between two bodies having unlike charges (one positive and one
negative) or  as a force of repulsion between two bodies having like charges
(both positive or both negative). Note also that gravity acts on all material
bodies, for all of them have mass, whereas electric force acts only on electri-
cally charged bodies; it has no effect on uncharged, electrically neutral ones.
An electrically charged object has either an excess of electrons, giving it a neg-
ative charge, or a shortage of electrons, leaving it positively charged.

Now consider what happens to the surplus electrons on a negatively
charged object. Each one repels all the others. Can they “escape”? The answer
depends on whether the object is connected to the ground, however indirectly,
by materials that conduct electricity (conductors), or that do not (insulators).3

If the object is separated from the ground by good insulators, then it will re-
tain its charge—the surplus electrons—for quite a long time (not forever: no in-
sulator is perfect). Because the electrons repel each other, they will come to be
evenly spread over the surface of the object and will remain there; in a word, they
will be static.This is why the electric charges, forces,and fields we have been con-
sidering are often called electrostatic charges, forces, and fields. While it is
charged, the object will be surrounded by an electric field in the same way that an
object with mass—any object, in fact—is surrounded by a gravitational field.
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Figure 16.3 shows some typical electric fields. The lines are lines of force.
Each line is the direction (shown by the arrows) that a small, negatively
charged body—a test charge—would move if placed on the line. In theory, in-
finitely many lines could be drawn; in practice, only enough are shown to il-
lustrate the form of the field without cluttering the drawing.

Imagine next that the negatively charged object is connected to the ground
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Figure 16.3. Electrostatic force fields surrounding (a and b) a single charge; (c and d) a pair

of charges. The charges of the bodies are shown. In each case the arrows point in the di-
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by a conductor—say a metal rod. The surplus electrons it carries will quickly
flow to the ground through the metal, where they will be instantly absorbed
and neutralized. All metals are good conductors: a characteristic of metals is
that  their electrons “are not held permanently in orbits related to particular
atoms but can rove freely . . . .They form what is sometimes known as an ̀ elec-
tron sea.’”4 Consequently, electrons can travel quickly and easily through
them, creating an electric current. Rapidly flowing electrons and an electric
current are, indeed, the same thing. The passage of about 1018 electrons per
second through a conductor is a current of one ampere, or amp, the unit in
which current is measured.5 Note that the number is only approximate: an
ampere is not defined in this way, but rather in terms of the force the electrons
exert. A precise definition appears in a later section.

We have now reached a point where it is possible to consider the energy
provided by an electric current. The force that acts whenever an electric cur-
rent flows generates energy, and the energy can be dissipated in a variety of
ways. Often it is given off as heat: the filament in a lightbulb heats up when
current flows through it, likewise the element in a toaster or an electric radia-
tor (the way heat and light are radiated is discussed in chapter 18).

The rate at which an electric current yields energy—its power—doesn’t de-
pend only on the current (the number of amperes flowing). The force driving
the current—the voltage—is equally important.6 Imagine a waterfall and re-
gard the water as analogous to an electric current flowing along a conductor.
The power of the waterfall depends on both the volume of falling water and the
distance it falls. With an electric current, the number of amps corresponds to
the volume of water, while the voltage corresponds to the height through
which it falls.

The voltage between two points on a current-carrying conductor—a wire,
for instance—is said to be one volt if a current of one ampere yields power
equal to one watt (one joule per second).This leads to the well-known formula

amps × volts = watts,

which can equally well be written

volts = watts ÷ amps.

The latter formula leads to the definition of a volt: one volt is the voltage be-
tween two points on a wire carrying a current of one ampere, when the power
dissipated between the points is one watt. As promised, the definition of an
ampere will appear later. One other unit can conveniently be defined here—
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the electronvolt (symbol eV). It is the energy gained by a single electron in
“falling” (recall the waterfall analogy) through one volt.

The concept of potential energy—energy ready to be dissipated when cir-
cumstances make it possible—is as relevant in the context of electricity as it is
in the context of gravity, described in chapter 2.Think of the waterfall analogy
again.We know that gravitational potential energy (PE) resides in a mass that
would fall if it were able to, for example, a massive body of water prevented by
a dam from flowing down a valley. Similarly, electric PE resides in an electri-
cal charge prevented by insulators from going anywhere.

Lightning

As illustrative examples of electric fields, we have so far considered only small-
scale (very small scale!) fields that are artificially created indoors. Now we turn
to the electric fields occurring outdoors in the natural world. They give un-
mistakable evidence of their presence every time lightning strikes.

In calm weather, the surface of the earth is negatively charged: a permanent
electric field is believed to encase the whole earth.7 The voltage across the gap
between the ionosphere and the ground is estimated to be anywhere between
200,000 and 1,000,000 volts. The ionosphere is the electrified upper atmos-
phere starting about 100 km up. A current of one or two picoamperes per
square meter is thought to flow continuously across the gap (one picoampere
is 10−12 amperes); although air is a very good insulator, it is not so perfect as
to prevent the flow of a current as small as this.

Lightning strikes when high voltages develop in the lower  atmosphere, be-
tween a cloud base and the ground and between adjacent clouds (fig. 16.4).The
way these strong electric fields develop is the subject of ongoing research; col-
lecting data is both difficult and dangerous.All that needs to be said here is that
it is hardly surprising that electric charges are apt to develop on the myriad
tiny particles always suspended in the air. They are in a medium that is both
turbulent, causing the particles to collide, and insulating, enabling them to re-
tain the charges they acquire by losing or gaining electrons when they strike
each other. Voltages high enough to produce lightning develop best in clouds
with abundant ice particles.

Finely divided dust in a turbulent matrix is also found in the plumes of
erupting volcanoes; the dust particles acquire electric charges, and lightning
flashes are sometimes seen within the plumes.

In thunderstorms, lightning strikes when the voltage becomes so high that
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the air fails to function as an insulator.8 A large current flows, momentarily,
through a fraction of a kilometer and produces a blinding flash. The current
may flow between a cloud and the ground or between neighboring clouds; in
either case the charge that created the voltage is discharged (neutralized),
whereupon new charges quickly develop. Details on the exact behavior of
lightning can be found in any book on meteorology, but it is worth remarking
that the reported quantities—volts, amps, watts, and joules—are wildly in-
consistent in the different accounts, because of the difficulty of making the ap-
propriate measurements. A lightning flash comes unexpectedly, it is over in a
fraction of a second, and its peak power would overwhelm ordinary measur-
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buildings below, when lightning is about to strike. The negative charge at the bottom of the

cloud repels the surplus electrons on the surfaces directly below (ground, trees, buildings,

and the like), leaving them positively charged.



ing instruments; currents and voltages have to be inferred from indirect meas-
urements. Often the quantities reported are not comparable: for instance, it is
impossible to convert from joules to watts (joules per second) or vice versa
without knowing how long a flash takes to complete. Currents are said to
range from several thousand amperes to several hundred thousand.9

A quantity on which there seems to be some agreement is the temperature
to which a lightning flash heats the air around it—about 20,000 to 30,000°C,
which is three to four times the temperature at the surface of the sun.10 The
sudden heating causes an explosion of the heated air as it expands.This explo-
sion and its reverberations produce a sharp clap of thunder and the rumbling
that follows it; we consider the energy in sound waves in chapter 17.

Magnetic  Force

Anybody who has refrigerator magnets uses magnetic force every day with-
out thinking about it. To focus one’s thoughts, it helps to do a simple desktop
experiment like the one shown in figure 16.2, but this time employing mag-
netic, rather than electric, force.The instruments needed are a few sewing pins
and a straight bar magnet (most refrigerator magnets are poorly shaped for
the test and too strong; an adequate bar magnet can be made by repeatedly
stroking an iron nail with a strong refrigerator magnet, always in the same di-
rection). You can then pick up a series of two or three pins as shown in figure
16.5; note the strong resemblance to figure 16.2. It is evident that the tips of
the nail and the pins acquire a property akin to electric charges, of two kinds.

Every magnet has two dissimilar poles, and as with positive and negative
electric charges, unlike poles attract each other whereas like poles repel each
other. This is easily tested using two straight magnets. The poles of a magnet
are known as its north and south poles, and every magnet, without exception,
has one of each. There’s no need to know which is which to carry out the test
if you use one end of a handheld magnet as a probe to “explore” a second mag-
net; you find that the probe attracts one end of the second magnet and repels
the other end.The test can conveniently be done using a compass needle as the
second magnet. The compass needle is itself a magnet mounted so that it can
swivel freely; it  spontaneously aligns itself with the magnetic field of the
earth.This is why a magnet’s poles are labeled north and south, or N and S for
short.11 What makes the whole earth into a single huge magnet is a topic we
come to later in this chapter.

We now consider the differences between the phenomena of figures 16.2
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and 16.5.The most obvious is that in the experiment with plastic and paper the
materials are insulators, whereas in the experiment with nail and pins they are
conductors.This shows that the same force cannot be responsible for both phe-
nomena. Being good conductors, iron nails and pins cannot hold electrostatic
charges and therefore cannot exert electrostatic forces.

Another, less obvious difference is that whereas electric charges can exist in-
dependently of each other, magnetic poles cannot.To demonstrate this requires
more materials than the desktop experiments described so far; you may need
to accept the following descriptions on faith. Suppose two plastic beads are
rubbed with fur and two glass beads with silk (it is known, from separate tests,
that the plastic beads become charged negatively, the glass ones positively).12

Each bead is hung from a length of thread, and pairs of beads are brought close
to each other. The two plastic beads repel each other; likewise the two glass
beads. But if one of the glass beads is brought close to one of the plastic ones,
they attract each other. This is more than simply a demonstration of the phe-
nomenon already noted, that like charges repel each other and unlike charges
attract each other. In this respect they behave exactly like magnetic poles.

The noteworthy difference between the two experiments is this: electrically
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charged bodies can exist separately and independently of each other; magnetic
poles cannot. Thus any one of the charged beads in the experiments just de-
scribed can be carried into another room and then brought back without its
charge disappearing or being altered. In contrast, the poles of a magnet, cannot
be separated from each other by any means whatever.All magnets have a pole
of each kind, a north pole and a south pole. If you cut a bar magnet in half, new
poles will appear at the cut ends, so that the  original magnet has become two
half-length magnets, each with a pair of opposite poles, like this:

N—————————————————-S

N————————S N————————S

The final difference to note is that rubbing glass or plastic creates an elec-
tric charge, and with it an electric field, where none existed before.The energy
of the rubbing is stored in the electric field. No analogous method will create
a magnet: magnetic poles cannot be made to appear just by using muscle
power.

Where, then, do magnets come from? How are they created? Weak mag-
nets—lodestones—occur naturally and have been known for at least 2,500
years; a lodestone will attract other lodestones and also pieces of iron. A com-
pass constructed from a sliver of lodestone was probably first used for over-
land navigation about 1,000 years ago, and for ocean navigation not long after.
Lodestones consist of the mineral magnetite, an oxide of iron that is nowadays
used as an iron ore in places where it is abundant.13

The problem of why some materials are strongly magnetic, or in technical
terms, ferromagnetic, is one that would take us—if we were to follow it—deep
into modern quantum theory. The elementary (and very incomplete) answer
is that every electron is a miniature magnet.14 Therefore any chunk of mate-
rial, of any kind, contains countless hordes of subatomic “electron-magnets.”
In most materials these electron-magnets are all aligned independently, point-
ing in every possible direction, so that taken together they cancel each other
out, leaving the material as a whole nonmagnetic.

In ferromagnetic materials the electron-magnets, instead of acting inde-
pendently, line up with each other spontaneously in microscopically small
“packets” known as domains.15 This makes the material behave as an ordinary
iron nail does in the presence of a ready-made magnet: although it is attracted
by the magnet, the nail  will not act as a magnet itself unless it is in contact
with a ready-made one.
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Ferromagnetic material can be turned into a magnet proper by putting it
into a magnetic field strong enough to line up all the little domains so that they
become parallel with each other (hitherto they had been pointing randomly in
all directions). Once they are aligned, they stay aligned: the material has been
converted into a “permanent” magnet. This is what happens when you stroke
an iron nail with a magnet as described above: the nail, though not a magnet,
originally consisted of a vast number of unaligned magnetic domains. Stroking
it with a strong magnet turns all the domains in the nail so that they are aligned
along it, all pointing in the same direction. This means that the nail has itself
become a magnet; it will continue to be one, if not permanently, then until it is
melted, violently hammered, or otherwise mistreated.

The Link between Electricity and Magnetism

It isn’t necessary to have a magnet to create a magnetic field. it can easily be
done by connecting the ends of a length of copper wire to the terminals of a
six-volt electric battery (cautionary note: this short-circuiting of a battery
should be done only momentarily, to avoid overheating). Before closing the
circuit, lay the wire flat on a table and place a compass on top of it. Before the
circuit is closed, the compass needle points to magnetic north in the usual way:
it is unaffected by the nonmagnetic copper wire touching it. But as soon as the
circuit is closed, the needle will align itself at right angles to the wire, leading
to the conclusion that the flowing current is creating a magnetic field.

Figure 16.6 contrasts the ambient magnetic field due to the earth’s mag-
netism far from electrical disturbances with the field near an electric current.
In figure 16.6a a collection of compasses (only their needles are shown) is ar-
rayed on a table; they all align themselves parallel with one another, pointing
toward  magnetic north. Figure 16.6b shows the same setup, but this time a
current-carrying wire passes through a hole in the middle of the table; the
wire is at right angles to the tabletop, and its cross section is the black dot. Now
the compass needles align themselves with the magnetic field around the live
wire. As they clearly indicate, the lines of magnetic force form concentric cir-
cles centered on the wire.

Note that the lines of force are closed loops, with no end points. Contrast
them with the lines of force of a gravitational field, which all terminate on a
mass (fig. 16.1), and with the lines of force of an electric field, which all termi-
nate on an electric charge (fig. 16.3).This suggests that there must be some con-
nection between the impossibility of separating the poles of a magnet and the
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fact that the magnetic lines of force around a current-carrying wire form closed
loops; they do this invariably, however coiled or tangled the wire may be.

To explain why this should be so without going into details (which would
take us too far from the subject of energy), we need only consider the field of
force of an iron bar magnet, shown in two forms in figure 16.7. Figure 16.7a
shows how the lines of force would be interpreted if there were indeed such a
thing as a “magnetic charge” at each end of the magnet, where the lines of
force appear to terminate. Figure 16.7b shows the lines of force as closed loops;
from the point where each line seems to end at the magnet’s south pole, it is
assumed to continue, through the interior of the iron bar, and emerge at the
north pole.The lines are believed to “thread through tiny circulating currents
on an atomic scale.”16 Indeed, these are the currents that cause the magnet to
be a magnet.

Because a current-carrying wire creates a magnetic field around itself, it
functions as a magnet. Two current-carrying wires ranged side by side exert
magnetic force on each other. If the current flows in the same direction in both
wires, they attract  each other; if the currents are antiparallel (oppositely di-
rected), they repel each other.

Now for the promised definition of an ampere, the unit used for measur-
ing an electric current: if the magnetic force between two identical straight,
parallel, current-carrying wires separated by a gap of one meter is 2 × 10−7
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newtons per meter of length, then the current in each wire is defined as one
ampere (recall from chapter 2 that one newton is the force required to give a
mass of one kilogram an acceleration of one meter per second per second). An
ampere is a measure of current or, equivalently, of moving electric charge.
Next, we need a quantitative measure of electric charge itself.The unit devised
for this is the coulomb: one coulomb is the amount of electric charge trans-
ported in one second by a current of one ampere. These units are named for
two French scientists whose researches, in the eighteenth and nineteenth cen-
turies, helped unravel the connection between electricity and magnetism.17

That electric charge is measured in terms of electric current, which is meas-
ured in terms of magnetic force, gives some idea of the order in which differ-
ent topics were developed.

The knowledge that flowing electric charge (a current) creates a magnetic
field leads to the suspicion that a moving magnetic field might create a current.
It does. The most convenient way to make it happen is to move a conductor (a
wire or a coil of wire) through a stationary magnetic field; this causes an elec-
tric current to flow through the conductor. The kinetic energy provided to the
conductor by whatever is moving it becomes converted to electrical energy.
This is how an electrical generator (sometimes called a dynamo) works.

The close relation between electric and magnetic forces should now be clear.
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A motionless electric charge (an electrostatic charge) creates an electrostatic
field, while a stream of electric charges (an electric current) creates a magnetic
field. The discovery that electric fields and magnetic fields are actually two
manifestations of a single phenomenon, now known as an  electromagnetic
field, was one of the greatest scientific advances of the nineteenth century. We
return to the topic in chapter 18. Before doing so, we look at the magnetic field
of the whole earth, which enfolds all of us, everywhere and all the time.

The Earth as a Magnet

A hiker using a compass is benefiting from the fact that the whole earth is a
magnet. The compass needle, because it is a magnet, spontaneously aligns it-
self with the earth’s magnetic field.

This raises the question, Why should the earth be a magnet? That it is one
implies, as we saw in the preceding section, that electric currents must be flow-
ing somewhere around or within the earth. Where and why? And what is the
source of the energy driving the currents?

Theoretical arguments show that the currents must be within the earth.
Moreover, they must be confined to the iron of the core, because the mantle
consists of silicate minerals, which are electrical insulators.18

It is believed that convection currents in the liquid layer of the core rotate
in a manner that generates a magnetic field that is almost (but not quite) par-
allel with the earth’s axis of rotation. At the same time, electric currents flow
in the liquid iron because it is moving in the magnetic field. Positive feedback
is always in progress: the electric currents boost the magnetic field, and the
magnetic field intensifies the electric currents.

The whole subject—magnetohydrodynamics—is made excruciatingly com-
plicated by,among other things, the reciprocal interactions between the currents
of liquid iron flowing convectively and the electric currents that flow in the iron.
The words “current” and “flow” must both be used in two senses to describe
what is going on. Suffice it to say that the energy generating all this action
comes from the radioactivity that heats the earth’s core, plus the residual heat
still remaining from the time of the earth’s formation.As we saw in chapter 15,
heat from  these sources is what keeps the outer core molten and convection
happening; ultimately, it keeps the earth’s magnetic field in existence.
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17 WAVE  E N E R G Y
SOUND WAVES AND SEISMIC WAVES

What Are Waves?

Waves have cropped up in several contexts in this book. Chap-
ter 7 described ocean waves—or more generally waves moving
across a surface. Chapter 15 mentioned earthquake waves.
Sound waves have appeared in a variety of contexts, for exam-
ple, the roar of thunder and of landslides and the crash of break-
ing waves. Solar radiation, the chief source of energy at the
earth’s surface, has been touched on in contexts too numerous
to list; likewise the infrared radiation emitted by sun-warmed
land and sea. Electromagnetic radiation—light, radiant heat,
and many other varieties—consists of electromagnetic waves;
they will be considered in detail in chapter 18.

Waves of various kinds account for much of the energy of
nature; indeed, they account for most of the energy we experi-
ence with our senses. All that we see comes to us as light waves
and all that we hear as sound waves, and much of the warmth
we feel comes as radiant heat. The output from radio and TV
transmitters also comes into our houses uninvited, as imper-
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ceptible electromagnetic waves ready to be converted to sound and light waves
if we choose to listen and look. Waves (strictly speaking traveling waves) de-
mand examination in any discussion of energy.1

The first questions to be considered are, What are the different kinds of
waves, how do they differ from each other, and what, in spite of the differ-
ences, unites them all as waves? What are waves and what do they do?

Here are two definitions of the word “wave”from physics dictionaries:“a pe-
riodic change in some property or physical quantity through a medium or
space,” and “a disturbance which propagates from one point in a medium [or
empty space] to other points without giving the medium [or the space] as a
whole any  permanent displacement.”2 These definitions combined give us what
we want. Thus water waves are displacements of a water surface to give regu-
larly spaced crests and troughs that travel across the surface leaving the water
unaltered and unmoved; in other words, leaving no trace.Similarly, sound waves
are local pressure changes in a medium (usually air) that travel through the
medium leaving no trace. Earthquake waves—seismic waves—often do leave a
trace, but weak seismic waves—mild tremors—usually don’t. Electromagnetic
waves are very rapid changes in electromagnetic fields,moving at unimaginable
speed through empty space and, once again, leaving no trace.

In all cases a physical quantity such as water level, air pressure, or the like
varies regularly in a direction leading away from the source of the waves: the
series of variations can be observed if you take an instant snapshot of it, in fact
or in imagination. The same variations can be detected by a measuring device
(or simply by eye if you’re watching ocean swells) focused on a fixed spot for
a length of time: the displacements or disturbances are then detected at regu-
lar intervals. To recap, for emphasis: a series of waves can be observed spread
over space at one instant, or spread over time at one location. And waves are
moving disturbances in a medium or in space: the medium itself (when there
is one)does not shift in the direction the wave is traveling.

The preceding paragraph summarizes what waves are. Next, what do they
do? They convey energy from one place to another. Equivalently, in waves
“energy move[s] from one point to another but no material object makes that
journey.”3 You can confirm this by tossing a rock into a calm pond and con-
templating the circles of waves that spread out: the waves carry a portion of
the kinetic energy the rock possessed at the moment it touched the water, and
they carry that energy outward in all directions away from the point. The
passing waves leave the water almost unchanged by their passage. The word
“almost” allows for the fact that an immeasurably small fraction of the waves’
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energy is inevitably converted to heat  because of viscous drag in the circling
water under each wave (see fig. 7.3). The rest of the energy is carried to the
margin of the pond (provided it’s a small pond), where it sways water plants
and shifts clods of mud. Notice that the energy the tossed rock once possessed
has reappeared as movement at the margin of the pond: the waves have per-
formed “action at a distance,” without any horizontal displacement of the
water.

The distances across which waves can transport energy are sometimes
enormous. Earthquake waves can travel from their starting point to the other
side of the earth (not necessarily in a straight line, as we shall see below). Giant
sea waves—tsunamis—have been observed to travel 17,000 km (see chapter
7). Sound waves can travel 20,000 km in the sea, given the right conditions.
Electromagnetic waves from quasars4 reach the earth from billions of light
years away, action at a very long distance indeed.

But no wave can travel forever; all are eventually dissipated, their energy
degraded to entropy. In the context of energy, every kind of wave inspires two
questions: How do they originate? And how are they dissipated?

Sound Waves

Perhaps the most familiar waves, apart from water waves, are sound waves.
Like all traveling waves, they are generated at one location and dissipated at
another.

Take a simple example. An easy way to generate a sound—to make a
noise—is to strike one object with another, for instance, to hit a nail with a
hammer. Imagine a nail is being driven into a block of wood and focus on one
particular hammer stroke: at the moment it hits the nailhead, the hammer has
kinetic energy, KE; the amount of KE—the number of joules—depends on the
weight of the hammer and its speed at the moment of impact. On hitting the
nail, the hammer is brought to an abrupt stop; most of its KE is passed on to
the nail, which penetrates the wood until friction stops it. The remaining en-
ergy is converted to other forms; some of it  becomes waste heat at the point
of contact of hammer and nailhead.

The rest of the energy sets both the hammer and the nail vibrating, mak-
ing the air in contact with them vibrate too, so generating a sound. The vibra-
tions start in the molecules of air touching the metal surfaces, which dislodge
the molecules adjacent to them, which then dislodge molecules beyond them,
and so on. In their vibrations, the molecules shift back and forth parallel with
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the direction in which the sound is traveling.Their movements are lengthwise
(longitudinal), so sound waves are often called longitudinal waves. The vi-
brating air becomes successively compressed and rarefied, in layers that move
steadily farther from the point where the hammer hit the nail. The vibrations
reach the ears of anybody within range; rapid pressure changes in the air
touching the eardrums are perceived as sound. In this way some of the energy
of the original hammer stroke is carried far from its source while being par-
tially absorbed, here and there, by solid objects it happens to touch.

Of course, the sound won’t travel forever. As well as being absorbed by ob-
jects in their path, the vibrations of the air become attenuated as they spread out.
At the same time,besides shifting back and forth through infinitesimal distances
as they vibrate, the air molecules are also in a state of constant random motion
in all directions, whose mean free path depends on the temperature (see chap-
ter 3).Not surprisingly, repeated collisions among the air molecules ensure that
pressure contrasts gradually become evened out between the compressed and
rarefied layers, whereupon the sound fades away.All the original energy in the
hammer stroke has now been dissipated: it has all become entropy.

A sudden sharp bang like the sound of a hammer stroke is difficult to ana-
lyze. Continuous sounds, like the roar of a waterfall or the hum of a quiet
motor, are easier to deal with. The simplest sound of all is a prolonged pure
musical note. Any continuous noise can be analyzed into a large number of
component pure notes—or pure sounds as we’ll call them—in the same way
that the profile of a stormy sea can be analyzed into a large number of  simple
waves (see chapter 7). Recall that the energy of simple waves at sea is propor-
tional to the square of the waves’ heights. Analogously, the energy of any
noise is proportional to the squares of the “heights” of all its component pure
sound waves added together. What is meant by the height of a sound wave?

Consider figure 17.1, which shows two ways of portraying sound waves.
Figure 17.1a shows sound pictorially: the varying density of the stippling rep-
resents the varying density of a representative “slice” of vibrating air; the
sound is moving from left to right. Figure 17.1b translates the picture into the
form of a wavy line showing how the air pressure varies. The speed at which
the molecules move depends on the pressure differences, represented by the
waves’ height (the vertical distance from crests to troughs).To say that the en-
ergy of the waves is proportional to the square of their heights is therefore
equivalent to saying that it is proportional to the square of the molecules’
speed—which, when you recall how kinetic energy is defined (see chapter 3),
is as it should be.5
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The total energy of a continuous sound accumulates as the sound goes on
and on, whereas its loudness at any moment depends on the rate at which
sound energy is being produced—on its power. As always, power is measured
in watts (recall that one watt equals one joule per second). The intensity of a
sound is defined as the power of the sound traveling across one square meter
at right angles to its path.The units of intensity are watts per square meter, or
in symbols, W m−2.

It turns out that the human ear is astonishingly sensitive when you visu-
alize watts in terms of a lightbulb’s output. The quietest sound that the aver-
age human can hear—the threshold of hearing—has an intensity of 1 × 10−12

W m−2 (that is, one-trillionth of a watt per square meter). The intensity at
which noise becomes painful is one trillion times as great, or 1 W m−2, equiv-
alent to the sound of a loud indoor rock concert.6

A more convenient measure of intensity has been devised to  allow for the
fact that, for the listener, a change in the intensity of a quiet sound is much
more noticeable than an equivalent change in a loud sound. The decibel scale
of loudness corrects for this.7 The scale assigns a score of zero decibels (0 dB)
to the threshold-of-hearing intensity and goes up from there, well past 120
dB, the threshold of pain. The rule is: If one sound is ten times more intense
than another, then it is 10 dB louder; if it is 102 (or 100) times more intense,
then it is 20 dB louder; if it is 103 (or 1,000) times more intense, then it is 30
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dB louder; and so on.8 As an example, the loudness of ordinary speech is about
60 dB. This means that talk is a million times more intense than the softest
perceptible sound.

Thus far we have concentrated on sound waves traveling through air, which
they do at a speed of 0.343 kilometers per second.They also travel through liq-
uids and solids, but at much higher speeds. In fresh water the speed is 1.48 km
per second; in granite, it is 6 km per second.9 Converted to kilometers per hour
(km/h) the speeds are: in air, 1,235 km/h; in fresh water, 5,328 km/h; in gran-
ite, 21,600 km/h. The more dense and the more rigid the medium, the higher
the speed.10 Note that the speed of traveling waves of sound is not the same as
the speed of the minute back-and-forth movements of the molecules creating
the pressure changes within each wave.

Very low frequency sound waves of great amplitude travel through the
body of the earth as one of the varieties of seismic waves.

Seismic Waves

Most of an earthquake’s energy is dissipated at the site of the quake. The rest
is carried away in seismic waves. Like all traveling waves, seismic waves con-
vey energy from one place to another. They are set in motion by an earth-
quake and travel outward, to be dissipated throughout a volume of the earth’s
interior and over an expanse of its surface: the energy is eventually converted
to entropy and the waves die away. Let’s look at the details.

Some seismic waves are giant sound waves. By analogy with the hammer-
and-nail example of sound generation, an earthquake shock corresponds to a
collision between a hammer and a nailhead, and the emitted seismic waves
correspond to the emitted sound waves. Unlike sound waves, however, seismic
waves are not all alike; on the contrary, there are several varieties. There are
surface waves, generated most efficiently by shallow quakes, with a focus less
than 70 km deep; they stay close to the surface, and they cause nearly all the
damage. About three out of four quakes are shallow. Deeper quakes generate
body waves, which spread in all directions, some passing right through the
earth’s center. Body waves are of two kinds: primary waves or P-waves, and
secondary waves or S-waves.This gives us three kinds of waves to consider or,
what comes to the same thing, three mechanisms by which solids and highly
compressed liquids can convey energy across a distance.

First, consider the two kinds of body waves. Primary waves are so called be-
cause their speed is greatest and they arrive at a distant site first; they are also
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called pressure or push-pull (compression) waves. Secondary waves travel
more slowly; they come in second; they are also called shear waves. (Both
kinds of waves have other descriptive names too, but they’re not alliterative.)
The two kinds of body waves operate in radically different ways.

P-waves are very low frequency sound waves; they entail the alternate ex-
pansion and contraction of each of the tiny fragments of rock that make up a
large rock mass; the rock changes volume rhythmically, without any shearing.
The reverse is true of S-waves: each fragment of rock changes shape rhyth-
mically because of shearing, while its volume remains the same.

What happens is illustrated in figure 17.2. Each box in the figure represents
the same vertical cross section of massive underground rock. The isolated box
on the left shows the rock mass while the earth is “quiet,” before the first jolt
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Figure 17.2. The single box on the left shows a cross section of a seismically “quiet” rock

mass, just before seismic waves reach it; a fragment within the mass is colored black to

show its changing shape as seismic waves pass. Three possible behaviors are shown, rep-

resenting three types of waves; (a) a P-wave; (b) an S-wave; (c) an R-wave. (The distortions

are exaggerated for clarity.)



of an earthquake. One particular block of rock, though continuous with its
surroundings, has been singled out by coloring it black. Each of the three rows
of boxes on the right shows how the block behaves as  a seismic wave travels
through the whole rock mass.The boxes in each row show the same scene at a
sequence of times. Rows a and b show the two kinds of body waves, P-waves
and S-waves respectively. Row c shows a surface wave, also known as a
Rayleigh wave, or R-wave.11

In R-waves, the block we are concentrating on changes in both shape and
location. Because the waves are shallow and the rock is less dense than at
greater depth, the particle motion (all in the vertical plane) causes appreciable
ground movement.The waves, aptly described as ground roll, resemble a swell
at sea, but with a surprising difference.The rock particles, which trace out ver-
tical ellipses, move backward relative to the direction of the wave: if the wave
is going from left to right (as in the figure) the particles move counterclock-
wise, and vice versa. Compare this with the behavior of a particle of water cir-
cling within a water wave (see figs. 7.3 and 7.7).

Now to compare the speeds and frequencies of seismic waves with those of
sound waves. (Note that we are not concerned with the tiny distances tra-
versed by molecules and particles within the medium, which are much less in
liquids, and very much less in solids, than they are in air. Here we are consid-
ering the speeds and sizes of entire waves.) We have already compared the
speed of longitudinal waves in rock and in air: recall that in air, sound waves
have a speed of 0.343 kilometers per second, whereas in rock, where the lon-
gitudinal seismic waves are P-waves, their speed near the surface averages
about 6 km/s or more than seventeen times as fast. S-waves and R-waves are
slightly slower than P-waves, with speeds of about 3.5 and 3.1 km/s, respec-
tively.All these seismic wave speeds depend on the type of rock that the waves
travel through, and they increase at progressively greater depths below the
surface because the pressure increases.

The frequencies of sound waves determine their pitch; the deepest note the
average person can hear is about twenty waves per second. The frequencies of
seismic waves are much lower—far too  low to be heard (the rumble of a quake
is ordinary sound, a by-product of the quake). For P-waves, S-waves, and R-
waves, only a fraction of a wave passes per second: the average frequencies are
0.1, 0.06, and 0.04 waves per second, respectively.12 These are averages: the
output of a quake never consists of “pure notes.” Rather, the waves of each
type cover a band of frequencies, and low-frequency waves, which travel
slightly faster than high-frequency ones, gradually pull ahead; this matches
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what happens to ocean waves when the whitecaps of a big “sea” travel away
from the storm that caused them and become spaced out as an ocean swell (see
fig. 7.5).

To make a long story short, there are always a variety of movements all
happening simultaneously in the earth when seismic waves pass through.
Measuring the energy output of a quake is correspondingly complicated. Exact
and precisely timed measurements of earth movements (made with a seis-
mometer) are unlikely to be obtainable anywhere near the epicenter of a big
quake because seismometers there are likely to be broken, and even if they are
not, they may give unreliable readings.The energy of a quake therefore has to
be deduced from observations made far from the epicenter, in different direc-
tions and at different distances. A long list of factors has to be allowed for in
the computations.

To begin with, the depth of the focus below the ground surface needs to be
estimated. This is less than 100 km in the great majority of quakes and prob-
ably never exceeds 700 km, the depth at which the rock of the earth’s mantle
abruptly becomes more viscous and some of the subducting plates stop sink-
ing (see chapter 15).13 To judge the magnitude of a quake, a seismologist then
needs to discover the distance from each seismometer to the quake’s focus, a
task fraught with difficulties. Seismic waves do not travel in straight lines:
they speed up as they descend, because of the increasing pressure; this causes
their paths through the mantle to curve and to be deflected sharply if they
reach the core. P-waves can continue through the core, but S-waves come to a
halt as soon as they reach it, because the outer core is liquid. It is easy to  see
why P-waves travel through both solids and fluids (liquids and gases), whereas
S-waves can travel only through solids. P-waves are compression waves, and
fluids as well as (most) solids, when compressed, tend to spring back when the
pressure is relaxed: that’s what makes the waves. S-waves, however, are shear
waves, and fluids do not spring back when a deforming (shearing) force is re-
moved: they are limp.14

To sum up: Quakes produce a mixture of seismic waves of different types,
with varying amplitudes and frequencies; the waves follow various paths
through rocks of different densities, at a range of pressures. Discovering the
extent of earth movement at the focus of a quake (the quake’s magnitude) is
unavoidably complicated. After making allowances for all the complexities,
however, magnitudes can be computed approximately. For a big quake, the re-
sults are publicly announced as being “on the Richter scale” in honor of the
American seismologist who, in 1935, first devised a formula for measuring
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earthquake magnitudes.15 His original formula has been improved and up-
dated several times. Here we leap over all the difficulties, noting only that
when magnitudes are measured at different observing stations, the results,
though close, aren’t necessarily identical. Moreover, the magnitudes of surface
waves and body waves are seldom kept separate in newspaper accounts of an
earthquake, although the difference is usually appreciable. For example, the
British Geological Survey reported two magnitudes for the great earthquake
that devastated Izmit,Turkey, and neighboring cities in August 1999: the mag-
nitude of the body waves was 6.87, compared with 7.5 for the much more de-
structive surface waves.16 The magnitude scale for quakes behaves like the
decibel scale for sounds: an increase of one on the magnitude scale for quakes
indicates a tenfold increase in the extent of earth movement, just as an in-
crease of one on the decibel scale for sound indicates a tenfold increase in
sound intensity. Discovering the energy liberated by a quake requires yet an-
other step beyond computing its magnitude. It turns out that if a quake has a
magnitude that is one unit greater than that of another quake, then (provided
both are  greater than magnitude 5) the stronger quake liberates between
twenty-seven and twenty-eight times as much energy as the weaker.17 For ex-
ample, a quake of magnitude 6 liberates about 7.6 × 1010 kJ, and one of mag-
nitude 7 liberates about 2.1 × 1012 kJ; in this case the energy of the stronger
one is 27.6 times that of the weaker.

Estimates show that, over a study period of sixteen years (1977 to 1993)
seismic waves transported earthquake energy through the earth at an average
rate of about 4.7 million kilowatts.18 This represents the combined power of
the waves emanating continually from earthquakes of all intensities happen-
ing in all the world’s earthquake zones. The energy radiated by seismic waves
is only about one-twentieth of the total energy produced by earthquakes,
however.19 As remarked earlier, seismic waves radiating from a quake are anal-
ogous to sound waves radiating from the stroke of a hammer on a nailhead:
they carry away only a small part of the energy generated. Seismic waves are,
metaphorically, the background noise of the shifting tectonic plates, an in-
audible noise, but one going on under our feet, in the earth’s interior, all the
time. They are carrying away the leftover energy of all earthquakes, after the
initial, largest waves have done their damage if the quake was big.
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18 WAVE  E N E R G Y
ELECTROMAGNETIC WAVES

Waves without a Medium

The waves we considered in the preceding chapter consist of reg-
ular, periodic disturbances that carry energy farther and farther
away from its source. Exactly the same can be said of electro-
magnetic waves, the carriers of radiant energy. Electromagnetic
waves (hereafter EM waves) differ profoundly from other kinds
of waves, however, in that they need no material medium—they
can carry energy through a vacuum. Seismic waves obviously
need a medium; they are disturbances that form in and travel
through the solid earth and the liquid iron of the earth’s outer
core. Sound waves are disturbances that form in and travel
through many materials, including gases, liquids, and solids; that
they cannot travel through empty space is not immediately ob-
vious to the uninitiated, but most people remember from their
school days how the sound of a ringing alarm clock enclosed in an
airtight jar fades to silence when the air in the jar is pumped out.

EM waves, by contrast, can travel through empty space.
They are regular, periodic disturbances in electric and magnetic
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fields in space. Admittedly, most EM waves can also travel through some ma-
terial substances, with the substance acting as no more than a penetrable bar-
rier. But when you look at the stars on a clear, dark night in the country, it is
apparent that light travels best, and farthest, through interstellar space—
empty but for sparse interstellar dust.

Before attempting to answer the question, What are EM waves? it’s neces-
sary to realize that EM waves are not the only possible representation, or
model, of what radiant energy (including light) “really” is. EM waves are the
so-called classical model. Modern particle physicists prefer to regard radiant
energy as a stream of particles of zero mass, known as photons, about which
more below.

The existence of different models does not mean, however, that one of them
must be wrong. On the contrary, both are simultaneously right and wrong.
They are right in the sense that both provide useful mental images of how ra-
diant energy works. The EM-wave model is the most widely known and is al-
most entirely adequate for comprehending radiant energy on a “large,” or
“human,” scale; the one case in which it is not—the photoelectric effect—is
described in a later section. The photon model (in other words, the quantum
theory model: a photon is a quantum of light) is needed for comprehending
the subject on a subatomic scale. Both models are right in the sense that they
provide adequate explanations of the phenomena they set out to explain. Both
models could be called wrong in the sense that they certainly provide an in-
complete picture. Scientific discoveries will undoubtedly continue for as long
as our species, or at any rate our current civilization, persists and for as long as
scientists can afford to experiment and observe. It is naive to suppose that
there will be no new, unimagined phenomena to detect and no new problems
to tackle. When the need arises, ingenious new models will be devised, or new
mental images will be envisaged, to explain the new knowledge temporarily.
Science will always be incomplete. There is no reason to believe that humans
as a species have the capacity to understand everything there is to understand
or that our thoughts provide anything more profound than mental images.

That said, we return to EM waves—what they are, how they are generated,
and how their energy is dissipated.

The Nature of  Electromagnetic  Waves

As we saw in chapter 16, a magnetic field appears spontaneously in the neigh-
borhood of an electric current; and a current flows spontaneously in a conduc-
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tor moving through a magnetic field. Recall, too, that a current consists of
moving electric charges, and moving charges create moving electric fields.
Putting these facts together, we realize that moving electric fields create  mag-
netic fields and vice versa: moving magnetic fields create electric fields. The
processes are symmetrical. And because the two kinds of fields are absolutely
dependent on each other, they can be thought of jointly as the two components
of a single electromagnetic field.

Electromagnetic waves are moving “disturbances” in an electromagnetic
field, caused when moving electrons accelerate or decelerate. Consider what
would happen if you caused an electric field to oscillate or, what comes to the
same thing, vibrate. Bear in mind that an electric field has both a direction (see
fig. 16.3) and a magnitude or strength, and the same goes for a magnetic field.
An oscillating field is one whose strength grows from zero to a maximum
pointing in one direction, say to the right, then dwindles to zero again, then
grows to the same maximum pointing to the left, then dwindles to zero again,
then . . . And so on. It never stops accelerating, either to the left or to the right.
Now imagine that an electric field starts to oscillate; its coupled magnetic field
is forced to oscillate too. The magnetic field’s strength grows and dwindles in
time with the electric field’s, but at right angles to it.The result is a train of EM
waves, represented pictorially in figure 18.1.

The figure shows waves, but they are conceptual waves, not physical ones:
there are no actual ripples on a surface. The wavy lines simply join the tips of
successive arrows drawn to show the instantaneous direction and strength of
the coupled electric and magnetic fields. The figure can be interpreted in two
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ways: either as an instant snapshot of a constantly changing pattern or as a
record of the way the field strengths change with passing time at a fixed loca-
tion. (Recall that the same is true of waves in a material medium;see chapter 17.)

Now for the energy transported by the waves. It is customarily measured
as power, in watts, so to calculate the number of joules transported in a given
time interval one must multiply the wattage by the number of seconds. The
power at any instant is proportional  to the magnitude of the electric field (E)
multiplied by the magnitude of the magnetic field (B) at the same instant.1 In-
stantaneous power varies rapidly, from zero to a maximum and back again;
practical measuring instruments (and human eyes in the case of light waves)
automatically average the instantaneous power over thousands of “instants”
to give a measurement of power in the ordinary sense, that is, sustained power.

Electromagnetic waves bear energy through empty space at the enor-
mous speed of 300,000 kilometers per second, or in scientific notation, 3 ×
108 m s−1. This is one of the most famous numbers in all science; it is uni-
versally represented by the letter c, always in lowercase and always itali-
cized. This is the c of Einstein’s famous equation E = mc2. It never varies, be-
cause it is determined by the electrical and magnetic characteristics of space,
which are unchanging. No material particle, however small, can go as fast as
or faster than c; only EM waves can attain this greatest of all possible speeds,
and then only in a true vacuum. They travel at somewhat lesser speeds in a
material medium; for instance, at about 2.3 × 108 m s−1 in water and 2 × 108

m s−1 in glass.
The mathematical equations relating the speed, c, to the intrinsic charac-

teristics of space were discovered in 1864 by the Scottish physicist James Clark
Maxwell (1831-79), and it was he who first computed the numerical value of
c. He immediately realized that it was the same as the speed of light, which had
been accurately measured not long before. The precise equality of these two
speeds led Maxwell to realize that light and all other forms of radiant energy
consist of EM waves. Like the discoveries of his predecessor Newton in the
seventeenth century and his successor Einstein in the twentieth, Maxwell’s
discovery advanced human knowledge of the physical world enormously. It
was the most important achievement of nineteenth-century physical science.

How Radiant Energy Is  Generated

Every source of radiant energy, or equivalently, every generator of EM waves
whether natural or artificial, must cause electrical charges to accelerate. It hap-
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pens, or is made to happen, in various ways: sometimes the electrons acceler-
ate sporadically, sometimes they oscillate. Although all EM waves are alike in
consisting of disturbances in the electromagnetic field, they are not all alike in
their wavelengths (or conversely, their frequencies). In discussing the differ-
ent kinds of waves, they can be labeled by either their wavelengths or their
frequencies, and here we use wavelengths. It’s simple to convert from one to
the other, using the formula

wavelength × frequency = c.

The range of wavelengths to consider is huge, from about one-trillionth of
a millimeter to over 5,000 kilometers; theoretically there is no upper limit. Be-
sides differing in wavelength, EM waves also differ in the energy they contain:
the shorter the wavelength the greater the energy.

This statement seems surprising at first. It appears to contradict the asser-
tion that the power of EM radiation depends on the intensities of the electro-
magnetic fields, that is, on the amplitudes of the “waves” in figure 18.1.When
EM waves are produced artificially, why can’t their energy be increased at will
simply by increasing the energy input? On a human scale, this can easily be
done. But the statement that shorter wavelengths carry more energy than
longer ones refers to the minute, indivisible quanta of which radiant energy
consists.

A quantum of radiant energy (a photon) is a single “grain” of energy in the
same way that an atom is a single grain of matter, except that it has zero mass.
In spite of this, a photon does have energy. Einstein, in 1905, hypothesized that
the energy, E, of a single photon in a vacuum depends on the wavelength, L,
of the radiating waves thus:2

E = hc/L joules.

For a given wavelength, no smaller unit of radiant energy can exist. The con-
stant h is called Planck’s constant, after the German  physicist Max Planck
(1858-1947), who discovered it in another context. Numerically, h is mind-
bogglingly small; it is 6.63 × 10−34 joule-seconds; h is as central to modern
quantum physics as c is to relativity theory.

Let’s compare the energies of some different kinds of photons. They are
easily calculated once you know the wavelengths of the radiation concerned.
The energies are best measured in electronvolts (eV) rather than joules (J), be-
cause they are so small (recall, from chapter 10, that 1 eV = 1.6 × 10−19 J).
Some examples, in round numbers:
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A photon of hard X rays of wavelength L = 10−11 m has energy of 100,000 eV.

A photon of red light of wavelength L = 7.5 × 10−7 m has energy of 1.7 eV.

A photon of broadcast radio waves with L = 100 m has energy 
of 0.00000001 eV, and so on.

The energies are given here in “ordinary” numbers (rather than in scien-
tific notation) to emphasize their enormous range. Although the energy in a
single photon is always tiny, a photon of “hard” (meaning short) X rays is
about ten trillion (1013) times as energetic as a photon from a radio station’s
transmitter.

Not surprisingly, EM waves of widely different wavelengths are generated
by different processes, in nature as well as in artificial settings—laboratories,
factories, houses, and the like. The most energetic radiation is γ-radiation (γ is
the Greek letter gamma), which is emitted when certain radioactive nuclei un-
dergo γ-decay; the decaying nuclei lose energy while their masses remain un-
changed. There is no conversion of mass into energy in γ-decay, as there is in
α-decay (described in chapter 13); the energy comes from an “excited” atomic
nucleus—one with surplus energy—as it returns to its unexcited, ground state.
The wavelength of the rays is comparable (in ballpark terms) to the diameter
of a nucleus, about 10−15 m. Gamma rays are emitted, along with damaging
subatomic particles, by nuclear weapons, faulty nuclear power plants, and ra-
dioactive material stored as nuclear fuel; the  dangers they pose are known to
everybody. Gamma rays also come, in absolutely harmless amounts, from the
sun and a variety of other astronomical sources, some immensely distant.They
are also emitted harmlessly by naturally occurring radioactive elements such
as uranium and thorium, which are present at very low concentrations in the
rocks, particularly in granite; all emit γ-radiation in negligible amounts.

Below γ-rays in terms of photon energy, and with longer wavelengths,
come X rays; their wavelengths are in the neighborhood of 10−10 m. They are
produced artificially, by bombarding a metal “target” with a stream of fast-
moving electrons. On hitting the target, the electrons are brought to an abrupt
stop.They are sharply decelerated, or “braked.”The kinetic energy lost by the
electrons becomes the energy of EM waves, which are emitted by the target;
X rays are a form of this so-called braking radiation.3

Longer wavelengths are produced when the electrons inside atoms move.
As we saw in chapter 13, most of an atom’s volume consists of the empty space
surrounding its nucleus, and all this space is available to its electrons. The di-
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ameter of the space depends on the element an atom belongs to: 10−10 m is a
representative figure. An electron in this space can occupy any of several dis-
tinct energy levels, and if it “jumps” from a higher level to a lower, it emits an
amount of radiant energy equal to the “height” of the jump (the difference be-
tween the two energy levels). The jump is known as an electronic transition.4

The EM waves emitted when electrons perform such transitions belong to
several familiar wave bands: in order of decreasing photon energy they are ul-
traviolet rays and visible light, with wavelengths ranging from about 10−8 m
up to nearly 10−6 m (or 1 μm), and also some longer (infrared) waves.The elec-
trons are first boosted from lower to higher energy levels by energy from an
outside source, and then they reemit the energy by dropping back down again.

Ultraviolet light is artificially produced by causing an electric current to
flow through a gas, such as hydrogen or mercury  vapor, in a sealed tube: the
flowing electrons cause electronic transitions in the atoms of the gas.The same
process is used to produce some kinds of visible light, for example, outdoors in
neon tubes and indoors in fluorescent lights.

Incandescence, the emission of light by objects that are red-hot or white-
hot, is the source of most visible light; not surprisingly, light produced in this
way is always accompanied by radiant heat. Electronic transitions produce all
of the light and some of the heat. Most of the heat is generated by a different
process, however, as we see below.

Almost all the natural light on earth comes from the surface of the sun,
heated to incandescence by the nuclear reactions in its interior. Indeed, light is
emitted by any object heated to a high enough temperature, whether it be the
sun, or a glowing ember left after a fire, or the filament of an incandescent
lightbulb; the filament heats up because of collisions between the flowing elec-
trons of the current and the particles of the conductor.

Visible light consists of EM waves in the range 0.4 × 10−6 m (violet) to 0.7
× 10−6 m (red), as we saw in figure 11.1. Longer waves, because they are invis-
ible, are labeled “infrared,” but the contrast between visible waves and infrared
ones is more in the sensations they produce than in the way they are gener-
ated. With light waves, the different wavelengths are seen as different colors;
with infrared the only sensation is warmth, whatever the wavelength. It is
only an accident of human evolution that our skins don’t perceive something
analogous to colors corresponding to different infrared wavelengths. It would
be fascinating if short wave and long wave infrared felt as different from each
other as the colors blue and orange look.

Infrared radiation by itself is emitted by heated objects not hot enough to
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glow. Some of the radiation comes from electronic transitions, but most comes
from the “shaking” that electrons undergo as passengers on molecules in con-
stant movement.5 Many molecules vibrate and rotate, and all participate in the
constant random motion that constitutes thermal energy. Indeed, thermal  (in-
frared) radiation is emitted all the time, by every object whose temperature is
above absolute zero. Recall that in chapter 4 we considered the heat budget of
the whole earth and the way the ground reradiates heat from the sun (see fig.
4.1). Similar heat exchanges are always happening on a smaller scale, every-
where; for instance, all the surfaces in a room—floor, ceiling, walls, furniture,
people’s skins—are constantly radiating, absorbing, and reradiating infrared
radiation.

We now come to a narrow waveband centered on a wavelength of about
1 mm. It isn’t usually listed as a labeled band, and the waves aren’t (except in-
cidentally) generated artificially to serve a useful purpose. They are the EM
waves of the cosmic background radiation that is believed to permeate all
space and to be the surviving energy of the Big Bang, now thinly spread
through the enormously expanded (and still expanding) universe.6

Artificially generated radiation with wavelengths from 1 mm to 30 cm
(bracketing the cosmic background radiation) is called microwave radiation. It
is used in radar and for microwave cooking.

To conclude this list of wave bands, let’s consider some of the longest waves
assigned to a labeled band—radio waves. They range in length from about 10
cm to 100 km; wherever there’s a radio or television transmitter, they are ar-
tificially generated all day long and sent forth over the “airwaves.” The heart
of any transmitter is an electric oscillator, a circuit so designed that the cur-
rent in it constantly oscillates at a chosen frequency.The magnetic field around
the current-carrying wire automatically oscillates in unison. The oscillating
magnetic field creates its own oscillating electric field, which augments the os-
cillating magnetic field, which augments the oscillating electric field, which . .
. And so on. In a word, EM waves are generated. The two oscillating fields can
be said to “feed off each other.”7

Very long radio waves are transmitted coincidentally wherever alternating
currents flow. Ordinary domestic alternating current  (AC) alternates—oscil-
lates—at a frequency of sixty cycles per second, or 60 hertz.The resultant EM
waves are 5,000 km long and have a photon energy about one–ten trillionth
that of red light. Theoretically, there is no upper limit to the wavelength of an
EM wave. If you wave a garment with static cling back and forth, then some
very, very long EM waves (of immeasurably small energy) will be emitted.
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Strong radio waves are produced in the natural, outdoor world by lightning
flashes; the sudden flow of electrons from one part of a thundercloud to an-
other, or from the cloud base to the ground (see fig. 16.4), sends out powerful
pulses of radio waves, heard as loud crackling if you turn a radio on during an
electrical storm. Lightning is the only appreciable source of natural radio
waves on earth, but extraterrestrial radio sources, including “radio stars,” are
known to be numerous.

It’s worth reemphasizing that all the wavelengths we have considered are
present in solar radiation, although not in equal proportions; the biggest pro-
portion of solar energy comes as visible light and “near” ultraviolet light. It is
not surprising that human eyes have evolved to be sensitive to a wave band
that almost coincides with the strongest segment of the solar spectrum (see
fig. 11.1), but why isn’t the coincidence total? It is a mystery why we cannot
see near ultraviolet radiation, which is as strong a component of sunlight as
visible red light; bees can see it.

How Radiant Energy Is  Dissipated

The moment EM waves are generated, they start traveling away from their
source at 300,000 km per second, bearing energy.Where do they go, and what
becomes of the energy?

The most energetic of them, γ-rays and X rays, carry so much energy that
it takes relatively few photons to cause injury and death to living things (in-
cluding people) exposed to them. Their energy is transferred directly to mol-
ecules of living tissue, causing injurious chemical changes including burns.
The photons of these “hazardous” radiations are energetic enough to dislodge
electrons from atoms.8 Even waves as long as light waves can shift the elec-
trons in metals, causing a current to flow; comparatively little energy is needed
for this, because the electrons in metals “roam” free and unattached (see chap-
ter 16). The phenomenon is known as the photoelectric effect; it is the power
source for solar-powered pocket calculators, photographers’ light meters, bur-
glar alarm systems, automatic door openers, and the like.

The photoelectric effect doesn’t seem especially noteworthy on first ac-
quaintance, but investigation of the details led to a profound scientific ad-
vance—the realization that EM waves must consist of “grains” of energy
(photons), as we saw above. This discovery, not the theory of general relativ-
ity, earned Einstein his Nobel Prize.

Two characteristics of the photoelectric effect underlay the discovery. First,
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for a current to flow in an irradiated metal, the wavelength of the radiation
must be shorter than a certain threshold length that depends on the metal; for
example, if it is a pellet of the metal sodium, the radiation must be blue-green
or bluer; if it is a copper wire, then only ultraviolet will suffice. Second, pro-
vided the wavelength is short enough to cause a current at all, then increasing
the intensity of the light increases the current.

These two facts imply that radiation must consist of discrete photons, each
a separate package of energy. Experiments show that to cause any current at
all to flow in sodium, each photon must carry at least 2.3 eV of energy; the cor-
responding threshold energy for copper is 4.7 eV. No matter how numerous
the photons (no matter how intense the light), if the photons are individually
too weak nothing happens: you can’t break a window by pelting it with feath-
ers, no matter how numerous the feathers. But if the individual photons are
energetic enough, (if their wavelengths are short enough), then the more of
them there are—the more intense the radiation—the greater the photoelec-
tric current.

To sum up, when high-energy EM waves strike any matter, or when waves
with lower energy strike “susceptible” metals, they dislodge electrons; the en-
ergy of each photon of radiation is converted to the kinetic energy of an elec-
tron.

Waves of ultraviolet and visible light, though less energetic than γ-rays and
X rays, are powerful enough to rearrange the internal structures of atoms and
molecules by breaking chemical bonds; that is, they bring about photochemi-
cal reactions.

Some examples: The ultraviolet rays in sunlight cause chemical changes in
human skin cells. The results can be anything from gratifying (a good tan) to
unpleasant (painful sunburn) to life threatening (some skin cancers).The bark
of trees can also be severely injured by sunburn.9

When bright sunlight shines on city air polluted with nitrogen dioxide, the
ultraviolet component of the light energizes a photochemical reaction, pro-
ducing smog.10

Whenever you take a photo, a photochemical reaction changes every mol-
ecule at the surface of the exposed film emulsion.

But these are trivial examples of photochemical reactions. The single most
important chemical reaction of any kind, from the point of view of (nearly) all
life on earth, is photosynthesis, described in chapter 11. Directly or indirectly,
it creates virtually all living matter. Looked at from another angle, it is one of
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the processes in which electromagnetic energy from the sun is consumed: it is
transformed into biochemical energy.

Electromagnetic waves are also consumed, in less spectacular fashion,
whenever their energy is transformed into heat directly, by speeding up the
random motions of atoms and molecules. The waves are said to be absorbed.
Absorption is what happens to most infrared radiation. It goes on everywhere,
whenever an object is warmed by the sun, by a fire, or by radiation from any-
thing warmer than itself.

The energy of radio waves emitted by transmitters is used, for the most
part, in forcing oscillating electric currents of matching frequency to flow in
receiving antennas (and incidentally, in  anything else that conducts electric-
ity).The energy that began as the kinetic energy of electrons in a transmitting
antenna ends up as the kinetic energy of electrons in a distant receiver, having
crossed the gap between transmitter and receiver as energy-bearing waves.

Electromagnetic waves are not automatically absorbed by whatever they
strike. This is obviously true of light waves, as anybody can see by looking
through clean, clear, colorless glass: it is as though the glass weren’t there. In
other words, glass is transparent. Other materials—sheet metal, for in-
stance—are opaque; they absorb all the light that falls on them, letting none
pass through.

This raises a problem: Why are some materials transparent and others
opaque? The answer is a highly technical part of solid-state quantum physics;
here it is possible to say only that it depends on the behavior of the electrons
in the material, behavior that also affects its electrical conductivity. To gener-
alize, metals are opaque because they are conductors; insulators are transpar-
ent because they are insulators.11 For example, glass and clear plastics are si-
multaneously transparent and good insulators. But what about such
seemingly opaque insulating material as china and nonclear plastics? In fact,
these materials aren’t truly opaque, in the sense that they absorb light. Rather,
light shining on them is scattered by a myriad of structural irregularities in
the material (more on scattering below).

Different materials are transparent to different wavelengths of radiation.
For example, bone is opaque to X rays, but flesh is transparent to them. Flesh
is opaque to infrared rays, however; if it were transparent to them, they could
have no warming effect. Most glass is transparent to sunlight but opaque to
ultraviolet; good sunglasses protect eyesight by blocking ultraviolet rays.
Gases can be opaque too. As everybody knows these days, ozone is opaque to
ultraviolet radiation; the thinning of the ozone layer high in the atmosphere
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because of air pollution is permitting energetic ultraviolet rays to reach
ground level, where they damage  living organisms including humans. As is
equally well known, carbon dioxide is opaque to infrared radiation. This is
thought to be the principal cause of global warming: a growing proportion of
the earth’s annual heat income from sunlight is prevented from being reradi-
ated skyward by ever-increasing concentrations in the atmosphere of gases
opaque to infrared rays—the “greenhouse gases.”

The solar energy budget was described in broad outline in chapter 4, and it
was noted that, apart from the sunlight reflected by clouds, most of the rest is
absorbed and reradiated.A much smaller fraction, too small to be shown in fig-
ure 4.1, remains to be accounted for; it too is reflected, but not by clouds. It is
scattered. Light is scattered by everything it strikes. Here we consider scatter-
ing in the atmosphere; scattered sunlight from the atmosphere is as important
for life, especially plants, as direct sunlight. It reaches the ground regardless of
whether the sky is clear or cloudy. When it’s cloudy, although much of the
sunlight is reflected back to space by the tops of the clouds and some is ab-
sorbed by cloud droplets, scattering still goes on above, within, and below the
clouds. Scattering causes negligible reduction in the energy of the affected
light; rather, it spreads the light out over the whole sky.

Scattering is the reflection of light by a vast number of tiny reflectors sep-
arated by comparatively wide gaps. Alternatively, one can define reflection as
a form of scattering: it is the “scattering of light by a large number of [closely
spaced] scattering centers.”12 This amounts to saying that scattering and re-
flection are two forms of a single phenomenon. In some scattering, however,
the tiny reflectors, or “scatterers,” are no bigger than the wavelength of the
light reflected, and instead of sending the radiation back toward its source,
they deflect it in all directions. Some of it is even sent onward in its original
direction because the energy of the light is absorbed by the scatterer and then
immediately reemitted.

The way reemission happens depends on the sizes of the  scatterers; the
smallest of them are individual molecules of the air’s oxygen and nitrogen,
with diameters less than one-thousandth of the wavelengths of light.13

Slightly larger are tight clumps of air molecules, airborne bacterial spores,
minute salt crystals evaporated from ocean spray, particles of fly ash from for-
est fires and industry, and the like. With particles of this size, the blue compo-
nent of sunlight is deflected much more strongly than the red; hence the blue
skies of a sunny day.When the particles are larger and the air is hazy with dust
or misty with minute water droplets, most of the light is sent onward as white
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light, away from the source, producing a white glare in all directions, bright-
est toward the sun. When the particles are much wider than a wavelength—
as large as falling raindrops, for instance—much of the sun’s energy is re-
flected back into space without deflection: less light reaches the ground, and
the cloudy sky becomes noticeably dark.

As for solar energy, the point to observe is that little of it is returned sky-
ward on a clear day and scarcely more on hazy or misty days. Rather, it is scat-
tered and spread around. Some reaches the ground from all directions, while
that coming in a straight line from the sun itself is correspondingly reduced.
Life on the surface, especially at low elevations, has adapted accordingly:
“shade plants” obtain enough indirect light energy to photosynthesize; at the
same time, desert life is able to survive the direct light.

Finally, what becomes of all the solar energy that bypasses the planets? The
earth intercepts less than one-billionth of the radiation flowing out from the
sun in all directions.The EM waves travel away into space, almost unhindered,
becoming attenuated as they spread out. They inevitably lose a tiny amount
of energy whenever they encounter a “body” of any kind, but this becomes
apparent only when the body is a comet not too far from the sun. Then it is
possible to see how radiation pressure imparts some solar energy to the cloud
of minute ice crystals and fine dust that forms the comet’s tail.The pressure is
proportional to the number of joules of energy per cubic meter of space.14 The
wave-borne  electromagnetic energy is converted to kinetic energy of the par-
ticles, causing them to stream away from the comet’s head on the side away
the sun. Both the big comets of the 1990s, Hayakutake in 1996 and Hale-Bopp
in 1997, demonstrated the phenomenon splendidly. Comets’ tails give us our
only chance to observe what is probably the weakest manifestation of solar en-
ergy at work. Radiation pressure produces no discernible effect on earth.
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19 HOW E N E R G Y  I S  U S E D

Sources of  Raw Energy

Every living thing, without exception, depends on a source of
energy outside itself to keep it living and reproducing. Sunlight
provides the energy for green plants; animals use the chemical
energy in their food. And all living things except for subter-
ranean microbes are warmed, directly or indirectly, by the sun’s
radiant heat.1 For all nonhuman animals, food and sunshine are
the only sources of energy. This final chapter gives a brief
overview of the multitude of energy sources tapped by humans
and of some of the ways “raw” natural energy is converted for
human use. The whole field of energy technology is advancing
so rapidly at present that detailed accounts of all the new devel-
opments would be a vast undertaking and would soon be out of
date; so would estimates of the quantities of energy obtainable
from different sources, and the costs. It is worthwhile, however,
to consider how the multitude of natural energy sources de-
scribed in previous chapters are being used by our species.

The first animal species to succeed in acquiring energy be-



sides that supplied by food and sunlight was probably Neanderthal man
(Homo neanderthalensis); ashes and charcoal are often found with the fossil
remains of Neanderthals, suggesting that they used fire regularly, presumably
for warmth and perhaps for cooking too. The species is believed to have
branched off from the direct line of descent leading to us (Homo sapiens)
about 200,000 years ago and to have disappeared 170,000 years later.2 In the
Ice Age climate that prevailed in much of the Neanderthals’ homelands—Eu-
rope and western Asia—during much of their time on earth, life without fire
would have been impossible. The first fuel used for fires was presumably
wood. Long after the Neanderthals had died out, leaving us as the only living
species of humans, additional fuels came into  use. Once humans had begun to
domesticate grazing animals, between 5,000 and 10,000 years ago, their dried
dung became an easily available fuel; cows, water buffalo, and yaks were prob-
ably the main contributors. The energy of the living animals themselves was
also used: they served as beasts of burden.

Other sources of energy may have been in use even longer than com-
bustible fuels. Geothermal energy was available and waiting to be exploited in
some parts of the world, and no doubt the first humans to settle these regions
quickly availed themselves of the unexpected luxury.

Other widespread energy sources that early humans must have exploited
were “river power” for conveying the first rafts or boats and wind power for
sailing them.

Some of these sources, particularly combustible fuels and the energy of
moving fluids, have presumably been used for many thousands of years.They
illustrate two of the ways energy can be obtained: first, by burning a com-
bustible fuel to liberate its stored chemical energy and, second, by borrowing
ready-made kinetic energy.

Combustible Fuels

The combustible fuels available to primitive human societies were wood, peat,
and dung, and in some localities modest amounts of coal, oil, and natural gas.
Coal can be had without mining where it happens to outcrop at the surface. In
a few places, for example, in the valleys of the Tigris and the Euphrates, oil
seeps out of the ground unaided and has been used since prehistoric times.3

Natural gas seeps out of the ground in parts of China and was in use as a fuel
as early as 3,000 years ago.4 Oil from large animals has been a fuel source for
the indigenous population of Arctic Ocean shores for thousands of years; it
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was rendered from blubber, the thick layer of fat insulating the bodies of
whales and seals living in cold seas.

All these fuels seem at first to be organic. Wood obviously is. Coal is the
fossil remains of tropical swamp vegetation; it  often contains easily recogniz-
able fossils of some of the plants. Peat is the remains of fairly recently dead bog
and swamp vegetation that has not yet fossilized to coal, though it will do so
eventually if it happens to become deeply buried by overlying sediments and
subjected to the higher temperatures and pressures of the depths. The plant
remains that formed coal and peat did not decompose after death because they
were submerged in water too acidic, or too short of oxygen, for decomposers
to thrive. If the dead vegetation had decomposed, the chemical energy trapped
in it would have been used up by the decomposers, and nothing would have
been left to burn thousands or millions of years later.

Petroleum (oil and natural gas) consists of a mixture of hydrocarbons,
chemicals composed wholly of hydrogen and carbon. It comes from the re-
mains of dead plants and, at sea, from the millions of plankton organisms
whose dead bodies rain down on the ocean floor unceasingly—not all of them
are eaten by larger animals on the way down. Most petroleum originates be-
neath the ocean floor, and it usually contains small amounts of chemical com-
pounds found elsewhere only in living, or once living, marine organisms.

If it were the whole story, the foregoing would lead to the conclusion that
all the combustible fuels—wood, dung, peat, coal, animal oil, and petroleum—
derive their stored chemical energy from organisms that, while alive, captured
the energy of sunlight. But it is not the whole story. The astronomer and cos-
mologist Thomas Gold has recently advanced the hypothesis that much of the
world’s petroleum is inorganic in origin and started out as an ingredient of the
primordial material of the solar system—the cloud of rock fragments, dust,
and gas from which all the planets condensed (see chapter 14).5 The giant gas
planets, especially Jupiter and Saturn, are known to contain vast amounts of
lightweight hydrocarbons, including the lightest of them all, methane (a
methane molecule consists of one atom of carbon and four of hydrogen). Hy-
drocarbons frozen to ice have been detected on the surfaces of some of these
planets’ satellites. Given that hydrocarbons are abundant in the  outer planets,
it seems reasonable to suppose that the earth has its share of them too, in our
case buried below the planet’s surface. Supporting evidence is that some pe-
troleum is found in deep igneous rocks rather than in marine sediments.

If the hypothesis is true (it is controversial at present) it follows that our
traditional combustible fuels do not come entirely from living and fossil or-
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ganic material, whose energy comes, indirectly, from sunlight. A fraction of
the petroleum—how big a fraction is hard to judge—may be as ancient as the
solar system itself and may never have been incorporated in living organisms.
It seems unlikely that all petroleum belongs to the planet’s primordial ingre-
dients; the evidence that some of it comes from the remains of marine organ-
isms remains as strong as ever. This leads to the tentative conclusion that not
all petroleum has the same origin. It may be a far more interesting substance
than previously realized.

In any case, the fossil fuels are treated as irreplaceable, although they would
replace themselves given enough time—tens of millions of years.“Primordial
petroleum” is certainly irreplaceable. If the earth’s supply of these fuels con-
tinues to be consumed by humans at the current rate, it is likely to be ex-
hausted long before our species goes extinct. Quickly renewable substitutes
are urgently needed.

Among the substitutes coming into use are garbage gases recovered at land-
fill sites, methane from sewage treatment plants, biodiesel fuel from vegetable
oils, and ethanol obtained by distilling agricultural crops, principally corn.

Potentially the most valuable substitute is hydrogen, even though its ex-
plosiveness makes it expensive to store and dangerous to use. It has the unique
merit of not emitting greenhouse gases, which all the hydrocarbon fuels in-
evitably do; the only by-product when hydrogen is burned (that is, oxidized),
is plain water. But because hydrogen doesn’t occur pure and uncombined in na-
ture—it is far too chemically active—it has to be extracted from compounds
containing it. If these are hydrocarbons, as they usually are, the  extraction
process itself uses energy and emits pollutants, which greatly reduces the ex-
tracted hydrogen’s value; the net gains in energy and cleanliness may be slight.

These two drawbacks have been overcome by using pure water as the raw
material—hence no pollutants—and sunlight as the energy doing the ex-
tracting—hence no need for fossil fuels.6 Photochemical reactions powered by
sunlight split the water into hydrogen and oxygen; the oxygen is released to
the atmosphere, and the hydrogen is collected and stored for later use as fuel.
This is one of the ways of storing sunlight for later use.

Hydrogen can be used in two ways as an energy source: it can be burned as
a combustible fuel, or it can made to combine nonexplosively with oxygen in
such a way that the chemical energy liberated is converted directly to electric-
ity.This is what happens in fuel cells.7 Fuel cells can supply the energy for au-
tomobiles driven by electric motors. When they are the motive power for all
vehicles, environmentally damaging emissions from vehicles will be a thing
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of the past. This doesn’t mean, however, that other kinds of environmental
damage will not continue to result from the use of road vehicles: but for them,
it would not be necessary to cover vast areas of land with wide highways and
huge parking lots that, together, obliterate existing ecosystems and derange
the hydrology of underlying aquifers.

There may soon be a new addition to our list of combustible fuels.8 It is
methane hydrate, obtained as a frozen solid from the seafloor or from sedi-
ments directly below Arctic permafrost (perennially frozen ground). The
frozen material is a form of ice in which the water molecules are linked into a
three-dimensional network of cells (“cages”) each containing a single mole-
cule of methane. It was first found in permafrost areas in the 1960s and on the
seafloor in 1970. Huge submarine deposits are now known to exist in many
parts of the world; in some places hectares of the seafloor are carpeted with a
thick white layer of it, and it also occurs in masses embedded in the uppermost
few hundred meters of the seafloor sediments. The methane forming the hy-
drate presumably  comes from the same sources as natural gas: in part from
long-dead organisms and in part from the earth’s primordial material.

Methane hydrate remains frozen only where the temperature is low and
the pressure high; it is found on the seabed at depths greater than five hun-
dred meters.When it is lifted from the depths it becomes unstable: as the tem-
perature rises and the pressure falls, the combustible methane bubbles off and
only pure, liquid water remains. This will make “mining” it difficult and ex-
pensive until the needed technology is developed. The marine deposits of
methane hydrate contain more carbon than all the other combustible fuels
(wood, peat, and all the fossil fuels) combined, so it could be a veritable bo-
nanza. But there may be a risk of liberating large quantities of unburned
methane into the atmosphere as the hydrate is retrieved from the bottom of
the ocean; this could cause an unwelcome speedup of global warming, because
methane is a much more serious greenhouse gas than is carbon dioxide.

Let’s return to combustible fuels in general. Burning them generates heat:
in terms of energy, their stored chemical energy is converted, initially, to ther-
mal energy. For Neanderthals this was probably enough. About 30,000 years
later, in 1769, the Scottish inventor James Watt (1736-1819) invented the
steam engine, and the heat of combustion was for the first time transformed
into kinetic energy. It still is, in several ways. The heat from burning coal is
sometimes used to boil water to make steam that, at high pressure, drives tur-
bines or the pistons of external combustion engines.When gasoline, diesel oil,
or propane burns in the cylinders of internal combustion engines, the forceful
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expansion of hot gases drives the pistons of land vehicles; similar engines drive
motor boats and ships. In aircraft engines the expanding gases from burning
fuel usually drive turbines. In a turboprop, the speed of the rapidly spinning
turbines is adjusted to the speed of the propellers that make the plane fly. In a
turbojet, the turbines power compressors, and the hot compressed gases then
stream backward at high pressure, giving the plane tremendous forward
thrust. In rockets a similar thrust is provided without the aid of compressors,
by burning solid  fuels. In all these processes, chemical energy in the fuel is lib-
erated as thermal energy when the fuel burns, and the thermal energy then
becomes kinetic energy; the KE may move land vehicles, ships, or aircraft or it
may do its work in a stationary engine.

Another energy transformation takes place when the energy of spinning
turbines, driven by combustible fuels (coal, oil, or gas), is converted to elec-
tricity in a generator; the sequence then has four steps: chemical energy to
thermal energy to kinetic energy to electrical energy.Turbines can be made to
spin by energy from other sources too, as we shall see below. All the same,
combustible fuels are not likely to become obsolete as energy sources for some
time to come.

The Energy of the Wind

The kinetic energy in winds, waves, and rivers all comes directly from the ra-
diant energy of the sun, and the energy is usable in a multitude of ways.
Windmills and waterwheels have been converting the kinetic energy of mov-
ing fluids into mechanical energy to mill grain and lift loads for thousands of
years. Windmills, after becoming almost obsolete by the mid-twentieth cen-
tury, are now coming back into use to supply nonpolluting energy. They en-
able the kinetic energy of the wind to be converted into electrical energy on
the spot, using generators driven by the windmills’ rotors.

Modern wind farms cover hundreds of hectares with scores of tall wind-
mills. The commonest kind has a rotor resembling an aircraft propeller rotat-
ing on a horizontal axis. Less common are “eggbeater” windmills that rotate
on a vertical axis. A propeller-type rotor in an average wind spins at about
three hundred revolutions per minute; this has to be geared up to a rotation
rate ten times as great to drive the turbines of an electrical generator.The more
uniform the rotation rate the better, so devices are used to compensate for
variations in wind speed: the pitch of the rotors can be altered or the blades can
be equipped with adjustable flaps; if the wind is too strong, the  whole wind-
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mill can be rotated on its tower so that it does not face directly into the wind.
Technical improvements continue to be made. Windmills are available for in-
dividual homes; the electrical energy they generate is usually stored in lead-
acid batteries for use on demand. Here is an energy sequence starting with nu-
clear fusion (in the sun), via thermal energy driving the wind, to the kinetic
energy of rotating windmill blades, to electrical energy produced by the wind-
mill’s generator, to chemical energy in the storage batteries, and finally back
to electrical energy again to operate domestic appliances. Some energy is in-
evitably wasted at every stage; it becomes entropy.

The Energy in Moving Water

Running water has been used as a source of energy since the dawn of history.
It turns waterwheels. The modern form of waterwheel—now called a tur-
bine—is the device that drives hydroelectric generators, providing a large frac-
tion of the total energy used in industrialized countries. To increase the sup-
ply of running water and make it controllable, big dams have been built that
create capacious reservoirs with enough head to yield an uninterrupted sup-
ply of fast-flowing water in large volumes. Dam building was one of the prin-
cipal engineering enterprises of the twentieth century; it has completely
changed the landscape in many parts of the world, particularly in western
North America.9

Hydroelectric power (“hydro” for short) was welcomed as an alternative to
power from coal-driven and oil-driven generators because it does not consume
nonrenewable fossil fuels, and also because it was thought to be environmen-
tally harmless. The latter assumption has proved wrong: the control of rivers
by hydro dams has destroyed their natural seasonal variations in flow, dis-
rupting river ecosystems; dams hold back water that would normally flow out
to sea in spate at spring runoff, causing the collapse of inshore fisheries; and
reservoirs, by drowning large areas of land vegetation, have become a new
source of greenhouse gases.10

If energy from flowing fresh water has turned out to be a mixed blessing,
what about moving seawater? More than 70 percent of the earth’s surface is
covered by ocean, and it holds vast amounts of energy, as we saw in chapters
6, 7, and 8. The biggest obstacle to harnessing it is its diffuseness: the energy
in waves is spread out sideways along the whole width of a wave front. Cur-
rents are equally diffuse. And imagine trying to extract useful energy from
the rising and falling tide as it creeps up and down the average beach. Many
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ingenious schemes for capturing this thinly spread energy have been devised,
and efforts continue. They are locally successful, on a small scale.

Consider tidal energy first; it differs from other kinds of renewable energy
in coming from the rotational energy of the earth-moon-sun system rather
than from the sun’s radiant energy, which is the source for rivers, waves, and
ocean currents. The sites where tidal energy is most concentrated are big es-
tuaries where the tide range is also big. Not many places have these attributes.
Two that do are the estuary of the river Rance in northwestern France, which
flows into the Gulf of Saint-Malo west of Cherbourg, and the estuary of the
Annapolis River in Nova Scotia, which flows into the Bay of Fundy.The max-
imum range of the tides in the two estuaries are, respectively, 13 m and 17 m
(the greatest in the world). Barrages, which function as two-way dams, have
been built across the estuary mouths of both rivers to channel the rising and
falling tides through narrow gates; the fast-flowing water turns bidirectional
turbines that work alternately first in one direction and then the opposite as
the tide rises and falls. Not surprisingly, barrages across tidal estuaries affect
the local ecology as much as dams on rivers do. A big estuary always flows
through low-lying, muddy sediments in a flat coastal plain; interfering with
the river’s flow inevitably rearranges the mud and adversely affects the water
quality and the food available for waterfowl, shorebirds, and fish.11

Another way of capturing tidal power is to place underwater turbines
where offshore “tide races” produce unusually strong  currents. Currents au-
tomatically speed up where they are forced to flow through the narrow chan-
nels between closely spaced islands, for instance. The number of places where
fast offshore tide currents can be exploited greatly exceeds the number of es-
tuaries like those of the Rance and the Annapolis. However, to “block marine
channels completely and funnel all the water through . . . turbines,” as has
been proposed,12 would affect the marine environment disastrously.

One-way currents, as distinct from two-way tide currents, could also be
used to turn turbines, but places where ocean currents are fast enough to make
this feasible are not numerous. The Florida Current, whose speed of nearly 8
km/h is exceptionally fast for an ocean current (see chapter 6), is one possibil-
ity. Slow-speed turbines would have to be used.

The most obvious manifestations of ocean energy are waves. Their energy
can be captured by wave pumps. A wave pump is a hollow cylinder, about 100
m long and open top and bottom, that is held upright in the water so the water
level inside it rises and falls as the crests and troughs of the waves go past.The
cylinder is heavy enough to hang vertically and is kept afloat in deep water by
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a buoy anchored to the seabed. On top of the buoy is an air-driven bidirec-
tional turbine. As the water level in the cylinder rises, it forces the air above it
up and out at the top; and as the level falls it sucks air in from above. The air,
moving first upward and then downward, rotates the turbine and generates an
electric current.13 Electricity generated from waves was first used on naviga-
tion buoys to power their warning lamps: the up-and-down movement of a
buoy generated electricity to light the lamp it carried.

Using waves to generate large supplies of energy requires a whole array of
wave pumps, a veritable wave farm. The pumps are usually aligned in a row,
kilometers long, forming an offshore barrage. The barrage is likely to convert
the water on its inshore side into an unnaturally calm “lagoon” with reduced
water circulation, disturbing the inshore ecosystem.14

Waves along a straight shoreline have the drawback of forming a diffuse,
spread-out energy source. A wave “power station” sited in a narrow bay can
be more compact: the bay funnels the waves and concentrates the energy. Else-
where, artificial bays—parabolic concrete reflectors to focus the waves—could
be used to improve on the natural coastline.15

It’s worth remarking that none of the methods of harnessing the energy in
moving water is altogether environmentally friendly, although it is renewable
energy.

Solar Energy

To obtain renewable energy from rivers, winds, waves, and currents is to cap-
ture solar energy at second hand. In sunny climates, it is simpler to use sun-
light as it comes, either as a direct heat source or to generate electricity. Over
the past fifty years, more and more people have taken to equipping their
homes with solar collectors to provide space heating and hot water. Commonly
the sun’s heat is absorbed by a flat metal plate collector that transmits the heat
to air or water; hot air is stored in a “rock bin,” or hot water in an insulated
tank, and can be withdrawn as needed.

Alternatively, solar energy can be used to generate electricity by exposing
a photoelectric material to sunlight (see chapter 18).This is done in solar cells,
otherwise known as photovoltaic cells, in which a thin wafer of silicon is ex-
posed to the sun. A number of cells are usually wired together in a rectangu-
lar array to form a solar module.

Solar energy is collected on an industrial scale using parabolic reflectors
that track the sun’s path across the sky through the daylight hours.This is the
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most economical way to distill seawater on desert coastlines: the desert condi-
tions give many hours of hot sunshine day after day, providing a dependable
energy supply, while at the same time the lack of rain creates a demand for
fresh water.

Solar energy trapped by the ocean is also a usable source of energy—in the-
ory.The technology is called OTEC (ocean thermal energy conversion). It uses
the strong temperature contrast, in tropical seas, between the warm surface
waters and the cold deep waters anywhere from 600 to 1,000 m below the sur-
face. Surface water is about 20°C warmer than water at depth, with negligible
changes through the twenty-four hours of day and night.16 The temperature
difference can be used to drive a heat engine, using a volatile fluid such as am-
monia as the working fluid. The ammonia is vaporized by the warmth of the
surface water and, as a gas, drives a turbine; it then passes to a condensation
chamber cooled by deep water from below, where it is converted back into a
liquid ready to be vaporized again. It remains to be seen whether the technol-
ogy will ever become practical on a large scale.

Geothermal and Nuclear Energy

As we saw in chapter 13, nuclear energy comes from the fission of large nu-
clei—a process that used to be called “atom splitting”—or by the fusion of
small nuclei. Nuclear fission happens naturally on, or rather in, our earth: it
goes on all the time in radioactive elements in the earth’s crust and mantle,
providing the heat that melts rock and turns it into magma, as described in
chapter 15. In the neighborhood of volcanoes, where bodies of hot magma col-
lect at no great depth underground, groundwater in the overlying rocks be-
comes heated; when the hot water emerges at the surface, as hot springs or
geysers, it yields the geothermal energy that can be harnessed for human use
in many parts of the world. People who benefit from it seldom realize that
they are, in effect, using energy from a natural nuclear reactor.

Hot springs have been a source of pleasure since time immemorial. They
are abundant in Japan, Italy, New Zealand, Iceland, the west coast of North
America, Central America, the Philippines, and Indonesia. In some places, es-
pecially Iceland, the hot water is piped into buildings to provide free central
heating; it heats homes, public buildings, offices, and greenhouses. If the water
is boiling, it can supply steam to a geothermal power plant, where it spins the
turbines that generate electricity. The hot water remains liquid so long as it is
trapped deep in the rocks, under high pressure; it “flashes over” to steam when
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a “steam well” is drilled down into it, relieving the pressure.A big geothermal
power plant must be able to tap copious underground supplies of hot water,
trapped under pressure below impermeable “caprock”; then steam can be
made to gush at a controlled rate from steam wells drilled through the
caprock.17 At the Geysers, an extremely productive geothermal power site in
California that seems to have passed its prime (steam pressures are declining),
some of the hundreds of steam wells go down 4,000 m.

From controlling the steam produced by the heat of natural radioactivity,
humanity has now progressed to controlling radioactive processes themselves.
The first products were “atomic” bombs, or A-bombs; these were soon fol-
lowed by nuclear reactors used to generate electric power. Reactors are, in ef-
fect, “controlled” A-bombs.

The designers of the A-bomb used the fact that when radioactive nuclei
split into a pair of smaller nuclei, some neutrons are usually set free because a
heavy nucleus contains a higher proportion of neutrons than do the light nu-
clei formed when it splits. For example, as we noted in chapter 13, when ura-
nium-235 splits spontaneously into one nucleus of strontium-90 and one nu-
cleus of cerium-144, one “leftover” neutron escapes at high speed; only one,
because 235 − 90 − 144 = 1. If the stray neutron strikes another uranium-235
nucleus and embeds itself in it to make highly unstable uranium-236, it im-
parts additional energy to the newly augmented nucleus, making it split im-
mediately to xenon-140 and strontium-94, plus two leftover neutrons (236 −
140 − 94 = 2). The makings of a chain reaction have obviously materialized:
one naturally produced neutron has led to the formation of two neutrons,
which in their turn each produce two more, which each . . . And so on. It hap-
pens only if the uranium-235  is sufficiently concentrated for a large propor-
tion of the speeding neutrons to strike other uranium-235 nuclei before being
absorbed by comparatively inert material; and once the chain reaction starts,
it continues until all the nuclei have been split. If every neutron makes a suc-
cessful “hit,” an exploding A-bomb will yield 20 million joules in one-mil-
lionth of a second.18

The chain reaction that energizes an A-bomb is slowed down in the nuclear
reactors of nuclear power stations, in order to provide a continuous supply of
controlled power in place of the uncontrolled explosion of a bomb. The speed
of the reaction is controlled by adjusting the richness of the fuel and by dis-
persing it throughout a moderator, a material that absorbs a large proportion
of the free neutrons that trigger the successive nuclear fissions. Natural ura-
nium contains only 0.7 percent of strongly radioactive uranium-235; the re-
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maining 99.3 percent is weakly radioactive uranium-238. The uranium-238
functions as a mild moderator by absorbing some of the neutrons emitted by
the fissile uranium-235, but in so doing it does not itself split. Materials that
perform better as moderators are ordinary water, graphite (pure carbon), and
heavy water. Heavy water is water in which ordinary hydrogen, with a single
proton as its atomic nucleus, is replaced by deuterium, a hydrogen isotope
whose nucleus consists of a proton plus a neutron (see chapter 13); it is a
weaker moderator than ordinary water.

All this shows that a reaction rate suitable for a commercial nuclear reac-
tor can be had either by using enriched fuel and a strong moderator or by
using natural fuel and a weak moderator. Both strategies are used. Older reac-
tors use the enriched fuel with strong moderator technology. The fuel is en-
riched with enough added uranium-235 to bring its proportion up to 4 per-
cent, and a strong moderator—ordinary water or graphite—to slow the
speeding neutrons and reduce the rate of the chain reaction. The Canadian
CANDU reactor uses the other technology. It uses natural uranium—hence
less uranium-235—but to keep the reaction going it needs a weaker modera-
tor than ordinary water or graphite; it uses  heavy water. The CANDU is the
more efficient reactor and also the safer, because its fuel is much less radioac-
tive.

With both kinds of reactor, the heat generated is used to boil ordinary
water, to make the steam that spins turbines to generate electricity.That is, or-
dinary water is the working fluid, irrespective of which kind of water acts as
moderator.

A nuclear reactor generating energy at the rate of 1,000 megawatts uses
about 3 kilograms of fuel per day.19 A coal-fired generator of the same power
would require about 8,000 tons of fuel per day. But although nuclear reactors
supply energy so lavishly, they are not without drawbacks. Their spent fuel is
dangerous; it releases injurious radiation and considerable heat for months
after it has been discarded, which means it has to be stored in large cooling
ponds of (ordinary) water. If things go wrong in a reactor—if the controls mal-
function and the reactions speed up too much—a meltdown or an explosion
may happen: remember the accidents at Three Mile Island and at Chernobyl,
once obscure place-names that are now household words. Even if a reactor be-
haves perfectly, the waste it produces is dangerously radioactive; disposing of
it safely presents an unsolved, and possibly insoluble, problem.

The ideal substitute for fission reactors using radioactive fissionable fuel
would be fusion reactors that would mimic energy production in the sun and
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stars; recall (from chapter 13) that the energy is liberated by the fusion of pairs
of heavy hydrogen nuclei to form helium nuclei, releasing tremendous energy
as they fuse. Both the unused fuel and the spent fuel are nonradioactive, but
the equipment used is left somewhat radioactive. For the reactions—the fu-
sions—to happen, the temperature of the fuel must be raised to millions of de-
grees Celsius; the need for such extremely high temperatures is the chief dif-
ficulty facing engineers trying to devise usable fusion reactors. In a hydrogen
bomb (an H-bomb) the necessary high temperature is created by an A-bomb
used as a detonator, but this method obviously can’t be used to start the fusion
reactor in a power plant.

To conclude: at the start of the twenty-first century, the  most powerful en-
ergy generators are “dirty” nuclear fission reactors. Nuclear fusion reactors
would be clean and even more powerful, but at this time (2000), the exploita-
tion of fusion power awaits further advances in nuclear engineering.

Presumably the advances will come. But we must never lose sight of the
fact that in nature the “natural reactors” work perfectly: fission energy heats
the earth’s interior and fusion energy heats the sun.When these two forms of
energy are used in man-made nuclear power plants, humanity is doing no
more than borrowing a process that operates unceasingly in the natural world.
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E P I L O G U E

The time has come to return from the particular to the general. All the details
in this book can be boiled down to a few general conclusions.

First, virtually all the new energy that keeps our world functioning is nu-
clear energy, produced by nuclear reactions in which matter is converted to en-
ergy according to the famous formula E = mc2.

Second, we also have old energy, inherited from the birth of the solar sys-
tem. Some is residual heat from that event. The rest is the energy that, liter-
ally, makes the world go round; it is the energy that causes the earth to rotate
and, consequently, causes the tides. This energy is being continuously dissi-
pated by the drag of the tides on the ocean floor.The drag slows the earth’s ro-
tation, but so gradually that it will take about 100,000 years for a day to be-
come just one second longer than it is now.

Returning to the new energy: it comes from two sources, the sun and the
earth’s interior. The solar energy reaching the earth is four thousand times as
great as the earth’s internal energy: solar energy powers everything we see
happening in the sky, the oceans, and the surface of the land, except for volca-
noes, hot springs, and earthquakes. It is generated by nuclear fusion in the sun



and is transported to us from the sun, across 150 million km, in the form of
electromagnetic waves. It is what energizes every living thing on the earth’s
surface, powering all its actions, its growth, and its reproduction.

The earth’s internal energy powers volcanoes, hot springs, and earthquakes
and also a variety of unfamiliar living species—bacteria that flourish entirely
without the benefit of solar energy. Their habitat is deep in the earth’s crust,
and also in sulfurous springs—especially the hot springs that emerge through
the floor of the deep ocean as hydrothermal vents.This energy is generated by
nuclear fission within the body of the  earth.

That summarizes what kind of energy we have and where it comes from.
Still to be answered is the question, What is energy, anyway? One of the

twentieth-century’s greatest physicists, Richard Feynman, has called energy
an “abstract thing.” Others have described it as a “nebulous concept.” In any
case it cannot be defined. But no more can matter. Everybody knows what
matter is, but if you try defining it you soon find yourself in a maze of circu-
lar arguments. It finally comes down to this: both energy and matter exist, and
both are indefinable.They are to physics what axioms are to geometry: just as
geometry requires unprovable axioms as a basis for all further deductions, sci-
ence requires indefinable entities as a jumping-off point for all further dis-
coveries.

Energy and matter can be described as two aspects of the “stuff” the uni-
verse is made of. Subatomic particles—the basic units of which every material
object is ultimately composed—behave as both energy and matter. This be-
comes clear when you consider their nature as revealed by modern quantum
physics. A moving electron has, simultaneously, the characteristics of both a
particle and a train of waves (moving energy). Different observational meth-
ods are required to reveal its two aspects. The same is true of radiant energy:
it behaves, simultaneously, both as a train of waves and as a stream of moving
particles, or “corpuscles.”

According to existing knowledge, the stuff of the universe has only two as-
pects: energy and matter. Perhaps some future scientific breakthrough will re-
veal other, currently unsuspected aspects as well. It would be arrogant to sup-
pose that scientific discovery will end before Homo sapiens goes extinct.
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I N D E X

absolute temperature, 16; zero, 16, 112
acid mine drainage. See Thiobacillus oxidans
acoustic fluidization, 99
action at a distance, 171–74, 189
advection, 39, 49
air mass, 42, 43, 44
albedo, 47, 50
alpha particle, 147, 154
ampere, 177, 184
anticyclones. See cyclones and anticyclones
Archaean time, 154, 155, 159
asthenosphere, 151, 159, 170
atmosphere: general circulation of, 25, 30;

upper and lower, 36–37
atmospheric absorption, 117
atomic bomb, 146, 220; structure, 141

bacteria, 125, 132, 135, 161
ball, bouncing, 10
barrage, tidal, 217
basalt, 151

battery, electric storaage, 114
Bay of Fundy, 217
beach, 74–75, 106–7; drift, 106
bedload, 100, 104
Big Bang, 1, 204
biomass, 124, 127
biominerals, 137–38
bond, chemical, 96, 98, 109, 142, 206; covalent,

110, 111; hydrogen, 111; ionic, 110, 11;
molecular, 95, 168

burning. See combustion

c. See light, speed of
calcite. See limestone
calorie, 15, 120
CANDU reactor, 221
Cape Mendocino, 61
carbohydrates, 120
carbon, 120, 134, 141, 142
carbon dioxide, 119, 123, 132
carnivores, 126, 130



cellulose, 120
chain reaction, 220, 221
chalk, 137, 138
charge, electric (or electrostatic), 141, 143,

174, 175, 185
chemosynthesis, 134, 161
Chernobyl, 221
chert. See silica and silicates
clay, shale, and siltstone, 100, 101
cloud, 48; droplets, 41
coal, 147, 211
coccoliths, coccolithophores, 137
colors, 117, 203; of sea, 50; of sky, 50, 207
combustion, 131, 132, 145
combustion engine, 214
comets, 209
compass, magnetic, 180, 183, 186
compensation level, 125
condensation, 41
conduction, 37, 41, 49, 157
conductors and insulators (electric), 157, 207
conservation of energy, law of, 19
convection, 37, 41, 49, 157
convection cells, 26
cooling, evaporative, 48, 49
coral reefs, 136
core, earth’s, 140, 151, 155, 157, 186
core-mantle interface, 152, 153
Coriolis effect, 26, 27, 29, 30, 35, 38, 53
cosmic background radiation, 204
coulomb, 185
creep, 99
crust, earth’s, 151, 153, 157
current: convection, 186; density of, 61; elec-

tric, 177, 184, 186, 198, 204; hydrother-
mal, 51; longshore, 106; ocean, 43, 44, 49,
51, 52, 54; thermohaline, 62; tidal (see tide
currents or streams); wind-driven, 52, 53

cyclones and anticyclones, 33, 38, 39, 40; mid-
latitude and tropical, 42–43

decay, radioactive, 147, 153, 202
decibel, 191
decomposition, 131, 132
detritus, 127; and food chain, 129, 132–34
detrivores, 133
deuterium, 145, 221

diatoms and radiolarians, 136, 137
digestion, 112
dispersion, wave, 73
domains, magnetic, 182
domestic animals, 211
drag, 13, 35, 36, 52, 71, 105, 157
dust devil, 43
dynamo. See generator

earth, structure of, 149–53
earth-moon system, 85–89, 91
earthquakes, 78, 139, 162–63, 192; energy of,

196; focus of, 195; magnitude of, 195
easterlies, 29
ecosystems, 122, 125, 126, 129, 130, 161
efficiency, thermal, 18
Einstein, Albert, 172, 200, 206
Ekman: depth, 55; layer, 55; spiral, 52, 54–56;

transport, 55, 60, 61
elastic limit, 168
electric fishes, 115
electricity and magnetism, 183–86
electron, 141, 142, 174, 177, 202
electronvolt (eV) 110, 178, 201
Elm Slide, 98
El Niño, 58
Emiliana huxleyi (“Ehux”), 137
endergonic reactions, 114
endothermic reactions, 108, 112, 135
energy, 7, 172; biochemical, 115; chemical, 7,

9, 116, 122, 132, 212, 214; electrical, 177;
free, 112, geothermal, 211, 219; internal,
17; kinetic, 8, 9, 16, 42, 44, 71, 155, 202,
205; latent, 44, magnetic, 9, mechanical,
10, 215; nuclear, 219, potential (see PE);
pressure, 101; radiant, 197, 200–205; rota-
tional, 87, 90, 91, 156, 163; seismic (see
earthquakes); solar, 22, 43, 44, 48, 116,
119, 120, 131, 209; sound, 190; spin (see
energy, rotational); thermal (see heat);
tidal, 89–91, 217; wind, 215–16

energy budget: ecosystem, 126–28; solar,
22–24

energy level, 203
energy transfers, 40, 67, 114, 126, 130, 132, 205
enthalpy, 112
entropy, 19, 45, 53, 90, 105, 112, 132, 190, 192
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erosion, 92, 93, 100–101, 105
exergonic reactions, 114
exothermic reactions, 108, 112, 135

fault, geologic, 162, 168
feldspar, 96
ferromagnetism, 182, 183
fetch (of a wave), 67
Feynman, Richard, 5, 224
field: electric, 175, 178, 197, 199; electromag-

netic, 186, force, 172, gravitational, 172,
magnetic, 172, oscillating, 199

fire, 211
flint. See silica and silicates
Florida Current, 52, 217
folds (in rock layers), 105, 168, 170
food, energy of, 115, 127
food chain, 116, 126, 132, 161
food web, 116
Foraminifera (“forams”), 137, 138
force, 6, 171; centrifugal, 87; conservative and

nonconservative, 12, 15; electric, 109, 172,
174–76; field of (see field, force); gravita-
tional, 109, 171; lines of, 176, 183; mag-
netic, 172, 180–83; van der Waals, 111

forest, 122, 125
Frank Slide, 97, 98
friction, 13, 14–15, 48, 97, 162
front, atmospheric, 37, 42
frost cracking, 94, 95
fuel: combustible, 211–15; fossil, 133, 147,

213; nuclear, 221
fuel cell, 213

gamma rays, 147, 202, 205
gasoline, 145. See also petroleum
generator, electric, 185, 216
geysers. See hot springs
global conveyor belt, 62–64
global warming, 214
glucose, 112, 119
Gold, Thomas, 212
granite, 139, 151, 168, 202
grassland, 122
gravitational acceleration, 6
gravity, 6, 83, 154, 155, 157, 171, 174
greenhouse gases, 22, 23, 119, 208, 216

ground roll, 194
gyre, 58

h (Planck’s constant), 201
half-life, radioactive, 154
head, hydraulic. See energy, pressure
heat, 15, 40, 44, 49, 58, 62, 121, 155, 157, 177,

207, 214; earth’s internal, 139; earth’s pri-
mordial, 154–55; latent, 41, 42, 49, 114,
155, 157; radiant, 203; sensible, 40, 41

heavy hydrogen. See deuterium
heavy water, 221
helium, 145, 147
herbivores, 126, 130
hot springs, 140, 219
hurricanes, 42, 58
hydrocarbons, 212
hydroelectric plant. See generator
hydrogen, 110, 141, 145, 213
hydrogen bomb, 146, 222
hydrothermal circulation, 160–62; vent fauna,

161; vents, 135, 140

ice, 113
incandenscence, 203
inertia, thermal, 37
infrared. See radiation
insulators, 157, 207
internal heat, earth’s, 139
inversion, 49
inverted barometer effect, 58, 76
iron, 112, 135, 143
isobars, 33, 38
isotopes, 142

jet stream, 31–32, 40
joule, 7
Joule, J. P., 15

kelvin, 16

landslides, 97, 107; long-runout, 98
lava. See magma
light: reflection of (see reflection); speed of,

200, 201; visible, 161, 198, 203
lightbulb, 203
lightning, 178–80
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limestone, 13, 136, 137, 138, 139
lines of force, 176, 183
lithosphere, 151, 157, 159, 162, 168, 170
lodestone. See magnetite
long waves (Rossby waves), 32–35

magma, 94, 163; chambers, 164
magnet, 140, 180–83, 184; earth as, 186
magnetism, 183–86
magnetite, 182
mantle, 151, 157, 159
mass, 6
mass energy, 145
mass wasting, 93, 97–100, 101, 107
Maxwell, James Clark, 200
mean free path, 17
mechanical equivalent of heat, 15
methane hydrate, 214
midocean ridges, 159
moderator, nuclear, 220, 221
moment of inertia, 90
moon, 2, 83, 89, 99
mountain building, 166–70

natural gas. See petroleum
Neanderthal man, 211
neutrons, 142
newton, 6
Newton, Isaac, 171
nitrogen, 135
noise, 104, 107
no-slip condition, 14
nuclear: fission, 141, 142–43, 146–48; fuel,

221; fusion, 140, 143–46; reactions, 140;
reactor, 202, 219, 221; weapons, 202

nucleons, 142
nucleus (of atom), 140, 141, 142–43, 202;

binding energy of, 142, 143; strong inter-
action in, 143

oceans, 49, 123
ocean thermal energy conversion (OTEC), 219
oil and gas. See petroleum
opacity, 50, 207
oxidation, 112
oxygen, 119, 125
ozone, 208

PE (potential energy), 8, 42, 44, 71, 102, 142;
chemical, 95; elastic, 9, 11, 162, 170; elec-
tric, 178; gravitational, 8, 10, 56, 61, 93, 97,
162, 163, 168, 170

pendulum, 10; Foucault’s, 29
perpetual motion, 19, 20
petroleum, 211, 212, 213
photoelectric effect, 205
photon, 198, 202, 203, 204, 205–6
photosynthesis, 7, 49, 112, 117, 119, 121, 124,

132, 207, 209; bacterial, 125; efficiency of,
122

piston engine, 18, 215
pitch (of sound), 194
Planck, Max, 201
Planck’s constant, 201
plankton, 49, 123, 137, 212; blooms, 137
plants, green, 116
plumes (in mantle), 159, 165, 166
pole (of a magnet), 180–82, 183
power, 21, 105, 177, 200
pressure gradient, 25, 30, 38
production: gross and net, 121, 127; primary

and secondary, 120, 121, 126
productivity, ecological, 119–23
protons, 141
pteropods (“sea butterflies”), 137
pycnocline, 61, 76

quantum, 201
quartz, 96

radiant energy, 197, 200–205
radiation: cosmic background, 204; electro-

magnetic, 200–205; infrared, 44, 48, 117,
157, 203, 204, 208; long wave, 42, 44, 204;
ultraviolet, 117, 203, 208

radiation pressure, 209
radioactivity, 140, 146, 153, 157, 186
radiolarians, 137, 138
rain, 44, 46, 96
rainstorm, 45–46
Rance, river, 217
random motion of molecules, 44, 204
reactions: chemical, 108, 109, 141; nuclear,

141, photochemical, 206, 213
redox reactions, 115
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reflection (of light), 208
regolith, 96
relief, topographic, 92
respiration, 121, 127
restoring force, 67, 71
Richter scale, 195
ripples, 66
rivers, energy in, 101–6
rocket, 215
rock flour, 96, 100
Rocky Mountains, 153, 168
Rossby waves, 32–35
rotation, earth’s, 26–29
Russell, John Scott, 82

sand and sandstone, 96, 100, 101
scattering (of light), 119, 207, 208
scree, 99
sea, color of, 50
seafloor spreading, 159
seaweeds, 123
sediment, 100; submarine, 101
seeps, 135, 161
seismic waves. See waves, seismic
shale. See clay, shale, and siltstone
shearing, viscous, 14, 51, 69, 75, 193
silica and silicates, 151
sine waves, 69, 71
sky, color of, 50, 208
slicks, 75
solar cells (photovoltaic cells), 218
solar collectors, 218
solar constant, 21
solar module, 218
solar nebula, 87, 156
solar system, 212
solitons. See waves, solitary
sound: intensity of, 191; speed of, 194
spectrum, 117
spin energy. See energy, rotational
steam, 113, 220
storms, 42–44, 45–46, 178
strong interaction. See nucleus
subduction, 151, 159, 160, 163
subtropical high, 30
sulfur, 125, 134, 161
sun, 21, 83, 203

sunlight. See energy, solar
surf, 48
surface tension, 67
swell, 65, 69–72, 79, 80

talus, 99
tectonic plates, 94, 139, 151, 159, 164, 196
temperature, 16; of sea, 50
terminal velocity, 46, 105
thermals, 40
thermodynamics, second law of, 19
Thiobacillus oxidans, 134
thorium, 202
Three-Mile Island, 221
thunder, 180
thunderstorm, 178
tide currents or streams, 84, 217
tides, 58, 65; diurnal and semidiurnal, 84; neap

and spring, 89; range, 84
tide wave, 83–85
tornado, 43
transition, electronic, 203, 204
transparency, 50, 207
transpiration (of plants), 121
trenches, ocean, 160
trophic levels, 126, 129
tropopause, 32
troposphere, 29
tsunami, 65, 77–81
tundra, 122
turbine, 214
turboprop and turbojet, 215
turbulence, 50, 69
typhoons, 42

upwelling, 61, 123
uranium, 141, 142, 143, 146, 202, 220

vegetation, 119, 122, 123, 131, 212
Vinogradsky, S. N. 134
viscosity, 51; eddy and molecular, 56
volcano, 139, 163–66, 178, 219; hot-spot, 165,

166; midocean ridge, 166; plate boundary,
165, submarine, 160

volt, 177

water vapor, 37, 40, 42, 44, 49, 119
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waterwheels, 45, 215
watt, 21, 177
Watt, James, 214
wave pump, 217
waves (on water), 44, 51, 65–69, 71; dispe-

rion, 73–74; internal, 65, 75; shallow- and
deepwater, 78, 84; solitary, 65, 81–82;
wind, 65, 69

waves, electromagnetic, 117, 197, 198–200,
202, 207; light, 117, 198; microwave, 204;
radio, 202, 204, 207

waves, seismic, 150, 160, 163, 192–96; P-, S-,
and R- (Rayleigh), 192–95

waves, sound, 189–92, 193; longitudinal,
190, 194

weathering, 93–97; chemical and mechanical,
94, 96, 109

weight, 6
westerlies, 39
whitecaps, 67, 69
windmills, 45, 215
winds, 24, 29–31, 36, 43, 51, 52;

geostrophic, 30, 38, 54; global pattern
of, 38; surface, 37–40; trade, 58; upper
atmosphere, 25

work, 5, 7, 45, 46, 104, 172

X rays, 202, 205
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